Functional Analysis II Winter 2020-2021

Homework Sheet 12
(Released 5.2.2021 - Discussed 11.2.2021)

12.1. Given {R;}L, € R® and Z; > 0. Consider the Thomas-Fermi functional

- vt [ ] o iS5 T

(a) Prove that for every m > 0 the following minimization problem

E™ = inf E(p)
0<pe LY (R3)NLS/3(R3)
[ p<m
has a unique minimizer py.
(b) Prove that the minimizer py solves the Thomas—Fermi equation
5

gpo(x)Q/?’ = [V(x) — po * |z| ™" — p]. for a.ex € R

with a constant p € R.
(c) Prove that

M
po = min < m, Zy o

12.2. For any open bounded set Q C R? we denote the energy F(Q) € (—o0,0].
Assume that we have the following properties
e (Translation-invariant) F(Q + z) = E(Q) for all z € R>.
e (Sub-additivity) E(Q; U Qy) < E(y) + E(Qy) if Q3 Ny = 0.
e (Stability) E(2) > —C19|.
Prove that the following thermodynamic limit exists
E(Q)

o=, |9
L—oo
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Functional Analysis II Winter 2020-2021

Homework Sheet 11
(Released 29.1.2021 - Discussed 4.2.2021)

11.1. On the fermionic Fock space F(L?*(T?)) denote the annihilation operators
a, = a(u,) with u,(z) = (27)™%2e~®* Vp € Z3. Let A be a non-negative trace
class operator on L?(T?). Let 0 # k € Z and define

A= " (uy, Aubis(k)by(k),  by(k) = ajar .

p,qEZ3
Prove that
0<A<|AlopN, N =) aa,

peZ3

11.2. Let f: N — R be a decreasing function satisfying that
f(m+n) < f(m)+ f(n), VYm,neN

and that
f(n) >—=Cn, VneN

for some constant C' > 0. Prove that the limit lim, ., f(n)/n exists.

11.3. Let {Z}i, be positive numbers and let {R;}<, be distinct points in R3.
Let 0 < f € LY(R3) N LY 3(R3). Consider the minimization problem

:oiﬁif{ I /Rgg(x)””“")} with Vi Zkv—Rk

(a) Prove that E has a unique minimizer go.
(b) Prove that g * |z|™! < V(z) for a.e. x € R3.
(c) Prove that g * |z| ™' = V(x) on {x : go(z) < f(z)}.
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Functional Analysis II Winter 2020-2021

Homework Sheet 10
(Released 22.1.2021 - Discussed 28.1.2021)

10.1. Consider the atomic Hartree-Fock energy with Z > 0, N € N,

EHF: inf ( (( A — Z‘ZB| 1 // p’Y p’Y |’Y(l‘ y)| dzdy)
ogﬂ:yQNg R3 JR3 ‘35_ |

Y=

Assume that " has a minimizer 4v"¥. Define the mean-field operator
h=-A-— Z|$’_1 + pyuF X |$’_1 —

where G is the operator on L*(R3) with kernel G(z,y) = v7¥ (2, y)|z — y|~".

(a) Prove that ' = Zf\il |u;)(u;| where all u;’s are eigenfunctions of h with NV
lowest eigenvalues.

(b) Assume further that there exists a constant p < 0 such that Tr1(h < p) = N.

Prove that if Z is large enough, then 4" is the unique minnimizer for EYY.

10.2. Prove that for every f € L*(2), we have (a*(f))? = 0 on the fermionic Fock
space F(L*(Q)).
10.3. Prove that for all f € L?(2), we have

(@ ()W, D) r = (T,a(f)D) 7, VT, F(LA()).

10.4. Let W be a self-adjoint operator on L?(Q?) such that Wi, = Wy, Let
{tn}n>1 be an orthonormal basis for L?(2). Prove that in the fermionic Fock space
F(L3(R2)), we have

@ ( Z ) Z (U @ U, Wy @ ug) @™ (upm)a™ (up)a(ug)a(uy).

= 1<i<j<n m,n,p,qzl

10.5. Let ¥ be a normalized vector in the fermionic Fock space F(L*(€2)) with
(U, NU) < co. Prove that its one-body density matrix satisfies

0<yy) <1, Ty = (W, N0).
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Functional Analysis II Winter 2020-2021

Homework Sheet 9
(Released 15.1.2021 - Discussed 21.1.2021)

9.1. Prove Vitali covering lemma: for any family {B,}; of balls in R? such that
sup,c y diam(B;) < oo, there exists a subfamily of disjoint balls {B;}, such that

UBic 5B
Jj€J jeJ’

Here if Bj = B(.fj,?"j) y then 5B] = B($j, 57”j).

9.2. Let d > 1 and A € (0,d). Prove that for every normalized wave function
U € L2(R™) we have the Lieb-Oxford inequality

U dxd C 1+A/d gy
<’ > >—2// o [

1<i<j<N

Here the constant C' = C(d, ) is independent of N and W.

9.3. Prove that for every constant g > 0, when N — oo we have
Tr(—N"2B3A — |2 + p)_ + NLg{S/ (lz|* = )3 ?de = N2/3 + O(NY3).
R3
(You can use the spectral property of —h?A — |z|~! on Lz(R?’).)

9.4. Let A be a nonnegative trace class operator on L?(R%). Prove that

N
> A <Tr(A)  on LA(R™).

9.5. Let 0 <V € C°(R3). Prove that
Tr(-A = V)= L5l [ VP2 4 O )
RS

for some constant £ > 0. Try to get € as large as possible.
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Functional Analysis II Winter 2020-2021

Homework Sheet 8
(Released 8.1.2021 - Discussed 14.1.2021)

8.1. In this exercise we discuss the Lewin—Lieb—Seiringer construction of a trial

density matrix for the kinetic energy functional. For p >0, \/p € H'(R?), define

¥ = /OOO %@(ﬁ)l( —-A< d%ff(ffﬂ”)go(ﬁ) on L*(R%)

) is the multiplication operator on L?(R?) with a given function

o(t)?

t
where <,0<m
0< g e C(0,00), /Ooo (bt =1, /OOO
(a) Prove that 0 <~ <1, p, = p and
T(-a0) = K3 [ g0 [T papeianea [ 9P [ eeree
0 0

(b) Prove that for every € > 0, there exists C. > 0 independent of p such that

sz/d"‘Cs /d|v\/ﬁ|2'
R

dt <1.

inf Tr(—Ay) < K$(1 + 6)/
¢

Rd

8.2. (a) Let f € Li (R?) satisfy [o. f(z)p(x)dz >0, V0 < ¢ € C(R?). Prove

loc

that f(z) >0 for a.e. x € R%.

(b) Prove that if f,(x) > 0 for a.e. * € R? for all n € N and f, — f weakly in
LP(RY) as n — oo for some p € (1,00), then f(z) > 0 for a.e. x € R%

8.3. Given real-valued functions V,w € LP(R%) + L4(R?) with p,q € [1 + d/2, 00)

and W > 0. Recall the Thomas-Fermi functional
1
ET(f) =K | 21+ | Vi+< / / f(@) f(y)w(z = y)dedy.
R4 R4 2 Rd xRd
Prove that the variational problem
E™F .= inf{ETF(f) 10 < fe LYRY) mL1+2/d(Rd),/ f< 1}
Rd
has a minimizer f¥. Moreover,

ETF —inf {gTF(f) 0 S f c Ll(Rd) le—i—Q/d(]Rd)’/ f _ 1} )
Rd
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Functional Analysis II Winter 2020-2021

Homework Sheet 7
(Released 21.12.2020 - Discussed 7.1.2021)

7.1. Let {u;}Y, be orthonormal functions in L?(R?) and consider the Slater deter-
minant Uy = u; Aug A ... A uy.

(i) Prove that the one-body density matrix of Wy is

= Z i) (gl

(ii) Prove that for every interaction potential w:RY = R, w(z) =w(—z),

(v 3 wlamaun) =5 [ (poal@posto) =1l (o)) ula—p)sc

1<i<j<N

7.2. Let v be a trace class operator on L*(R?) such that
0<~y<1 onLQ(Rd), Try=N € N.

Assume further that v has N — 1 eigenvalues equal to 1, but v is not a projection.

Prove that there exists no normalized function ¥y € L2(R*) such that 7( : = .

7.3. Consider the Thomas—Fermi functional
3
E(f) =

g(67T2)2/3 f5/3 . f(x)da:
R3 rs 7]
Prove that the variational problem

E::nﬁ{gﬂﬁf)M)SJ%EL%R%rWLW%R%,/“

]R3

f<1j

has a unique minimizer fy. Moreover, [o, fo =1 and E = —(3)1/3/4.

7.4. Let d > 1 and let 15, be the characteristic function of the ball B(0,r) in R¢.
Prove that for every 0 < A < d, there exists a constant C'y 4 > 0 such that

1 1
Ja* ~ CA,d/O —at (s, * g, )(2)dr,  Va € RN{0}.
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Functional Analysis II Winter 2020-2021

Homework Sheet 6
(Released 11.12.2020 - Discussed 17.12.2020)

6.1. Consider a non-negative trace class operator on L?(R?)

Y =) Al (|
n=1

where {u, }5°, are orthonormal functions.
(i) Prove that

Tr(—Ary) 1= Te(V=Byv/—A) = /OdTZm >7) [ dalVu @

(il) Deduce that if 0 <~ < 1, then

1+2/d _ 2
T(=A0) 2 Ky [ o (o) = > ulin)

with the constant K, in the Lieb—Thirring kinetic energy for orthonormal functions.

6.2. Let Q C R? be an open bounded set. Let {v,,} C HZ(Q) such that
N
0<~vy:= Z loa)(v,] <1 on L*(Q).

n=1

Prove the following extension of the Berezin—Li-Yau inequality
Cl 1+2
2 d
E /|an| |Q’2/d<Tr'y> :

6.3. Let {Q;}/_, be disjoint open sets in R?. Let Np(X,Q) be the number of
eigenvalues < A of the Dirichlet Laplacian on L?(f2). Prove that

J _
Q) > Z N(A, Q)), Q= interior of (U Qj).
j=1

(We have the reversed inequality for Neumann eigenvalues.)

6.4. Consider the operator A = —A on L*(0,1) with domain
D(A) = {u e H*(0,1) | u(0) = 0,/(1) = 0}.

(i) Prove that A is a self-adjoint operator.
(ii) Prove that A > 0 and it has compact resolvent.



8

Functional Analysis II Winter 2020-2021

Homework Sheet 5
(Released 4.12.2020 - Discussed 10.12.2020)

5.1. Consider Bessel function J; : R — R defined by

1 [ .
Ji(t) = —/ "9 cos 0dd.
0

T

Prove that J;(t) < Ct~Y/2 for all t > 0.
5.2. Let Q = R?\{0}. Prove that H}(Q) = H'(Q) if and only if d > 2.

5.3. Let d > 1 and let O C R? be an open bounded set. Define the extension
u: R — C by

u(z), ifzeQ,

0, if x ¢ Q.
Prove that if u € H}(Q), then u € H'(R?) and

u(r) =

Vu(z), ifx e,
0, it ¢ Q.

Vu(x) =

5.4. Prove that the domain of the Neumann Laplacian on L*(0,1) is
D(=Ax) = {u=H*(0,1) | «'(0) = /(1) = 0}.
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Functional Analysis II Winter 2020-2021

Homework Sheet 4
(Released 27.11.2020 - Discussed 3.12.2020)

4.1. Here we discuss a simplified proof of the upper bound for Weyl's law. Let
d > 1. Assume that V_ € L'*%(R?) and V, € LP (RY) with p > max(1,d/2) if

d#2and p > 1ifd= 2. Let Fj,(z) = e*™**G(z — y) with a radial function
0 < G e C(RY) satisfying ||G||r2re) = 1 and define the operator on L?(R%)

5;_/ / Fi) (B 1 (127K + MG 5 V)(0) + [V < 0)didy.
Rd JRdA

(i) Prove that

+3

T(-A 4 V) = Ly [ |06 £V + |VGIE) |
R4
(ii) Using an appropriate choice of G to deduce that

imsup A~/ Tu((=A 4 AV)-) < gl [ VoI
R4

A—00

4.2. Let d > 1 and let Q C R? be an open bounded set. Let j; < ug < ... be the

min-max values of the Dirichlet Laplacian —Ap on L*(R%).

(i) Use the Berezin-Li-Yau inequality to prove that —Ap has compact resolvent
(hence all {u,} are eigenvalues).

(ii) Prove that 0 < p; < .

4.3. Let d > 1 and let Q C R? be an open bounded set. Let j; < uy < ... be the
eigenvalues of the Dirichlet Laplacian —Ap on L*(Q). Use the asymptotic formula

for SV, s to prove that

o0

d d
Z[Mz‘ — A= —L'il,d|Q|/\lJr2 +0o(ANF2) o0

=1

4.4. Given an increasing sequence 0 < puy < po < ... satisfying

lim N %uy = A(l+a)

N—oo

for two constants A > 0, a > 0. Prove that

N
lim N717@ Z fn = A.
n=1

N—o0
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Functional Analysis II Winter 2020-2021

Homework Sheet 3
(Released 20.11.2020 - Discussed 26.11.2020)

3.1. Let A > 0, B > 0 be self-adjoint operators on a Hilbert space such that
VB(A+ 1)’% is a compact operator. Prove that A+ B can be defined by Friedrichs
method as a self-adjoint operator with quadratic form domain Q(A + B) = Q(A)

and
Uess<A + B) = Uess<A>-

3.2. Let d > 1. Let 0 < U € LP(RY) + LY(R?) with oo > p, ¢ > max(1,d/2) if d # 2
and oo > p,q > 1 if d = 2. Prove that \/U(z)(—A + 1)~'/2 is a compact operator
on L?(R%).

3.3. Let 3>d >1and V € L}RY). Prove that for every E > 0
N(=A+V +E) < CES 9 V2.
Here N (—A 4+ V + E) is the number of negative eigenvalue of —A +V + FE.
3.4. Let A > 0 be a self-adjoint operator on a Hilbert space. Let oo > ¢ > 1.
Assume that for every € > 0, we have the operator inequality
A<e+ B. with an operator B, >0, Tr(B.) <"

Prove that A is a compact operator and its eigenvalues A\; > Ay > ... satisfy

A <Cn Y9 Wn>1.

3.5. Let A be a self-adjoint operator on a Hilbert space such that A_ = A1(A < 0)

is a trace class operator. Prove that

Tr(A-) = inf Tr(Ay).

0<7<1

Here we use the convention Tr(Ay) = Tr(\/YA/7) = Tr(y/VA- /) +Te(VYAL/Y)-
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Functional Analysis II Winter 2020-2021

Homework Sheet 2
(Released 13.11.2020 - Discussed 19.11.2020)

2.1. Let F,G : R? — R be locally bounded functions satisfying F(z), G(z) — oo as
|z| — oo. Prove that the operator F'(x)+G(—iV) on L*(R?) has compact resolvent.

2.2. Let d > 1. Let V € LP(R%) + L4(RY) with oo > p,q > max(1,d/2) when
d # 2 and oo > p,q > 1 when d = 2. Prove that the operator —A + V(z) can be
defined as a self-adjoint operator on L?(R?) with the quadratic form domain H'(R?).

Moreover,
Oess(—A+ V) =0, 00).

2.3. Let d =1,2. Let V € LY(R%) if d = 1 and V € LY(R?) N LP(R?) for some p > 1
if d = 2. Prove that if
V(z)dr <0

Ra
then —A + V has at least one negative eigenvalue. Hint: You may consider u.(x) =

el when d = 1, and us(z) = e~ (+1D)° when d = 2.

2.4. Let d > 1. Let {u,}_; ¢ H'(RY) be an orthonormal family in L*(R?) and
define p(z) = SN u,(x)]?. Use Rumin’s method to prove that

N
Z/|Vun(x)|2dx>Kd/p(x)1+«21dx.
n:le Rd

Here the constant K; > 0 depends only on d.



12

Functional Analysis II Winter 2020-2021

Homework Sheet 1
(Released 06.11.2020 - Discussed 12.11.2020)

1.1. Let Q C R? be a Borel set, 1 a locally finite Borel measure on €2, and a €
LOO

loc

L*(Q, 1) defined by

(Mof)(x) = a(x)f(x), D(M,)={f € L*(Q,p),af € L*(Q, n)}.
Prove that

(Q, 1) a real-valued function. Consider the multiplication operator M, on

(i) M, is a self-adjoint operator and o(M,) = ess-range(a) C R, namely
Neo(M,) iff pla'(A—e,A+¢)) >0, Ve>D0.

(ii) A is an eigenvalue of M, iff u(a=*(A\)) > 0. Moreover, the multiplicity of A is
dim L2 (a=Y(\), p).

1.2. Let A be a self-adjoint operator A on a Hilbert space 5. Prove that A € gegs(A)
if and only if there exists an orthonormal family {u, }>°, C D(A) such that

lim [[(A — A)un]|| = 0.
n—o0

Hint: You can use Spectral theorem to reduce to a multiplication operator.

1.3. Let A be a self-adjoint operator on a Hilbert space. Assume that A is bounded

from below and its min-max values satisfies

lim g, (A) = +oc.

n—oo
Prove that (A + C)~! is a compact operator for any constant C' > —y;(A). (In this

case we say that A has compact resolvent.)

1.4. Let A be a self-adjoint operator on a Hilbert space 7. Assume that A is
bounded from below and let j,,(A) be its min-max values. Prove that for all N € N,

i tn(A) = inf {

M) =

(U, Auy) : {u, }_, an orthonormal family in 7 }

n=1

1.5. (extra) Let A be a self-adjoint operator on a Hilbert space . such that A > 0

and that A has compact resolvent. Prove that A > ¢ for a constant € > 0.



