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1 Introduction to Basic Topological Notions in Met-

ric Spaces

Basic topological notions include open sets, closed sets, compactness, and convergence,
all of which we already encountered in Calculus I is special situations, and all of which
we will encounter once again below, now in a more general setting. In an abstract
setting, the natural realm for such notions is the class of topological spaces. On the
other hand, the special case we are most interested in is the Euclidean space Rn. In a
compromise between generality and concreteness, topological notions will be presented
in the setting of metric spaces. Metric spaces are a special class of topological spaces
that, on the one hand, is sufficiently general to include a wide range of examples and to
give a flavor of abstract topological theory and thinking, but, on the other hand, shares
many important and typical properties with the Euclidean space Rn (and its subsets).

Before proceeding to the introduction of a metric space in Sec. 1.2, we first consider our
favorite example, the Euclidean space Rn. Actually, it will usually be desirable to study
the spaces Rn and Cn simultaneously, as this often provides additional useful results
without any extra difficulty. Recall that we used the same approach in the, mostly, one-
dimensional considerations in Calculus I. As in Calculus I, we will write K in situations,
where we allow K to be R or C (cf. [Phi25, Not. 6.1]).

1.1 The Space Kn

In the case K = R, we obtain the so-called Euclidean space Rn, which is of particular
interest.

Definition 1.1. Let n be a natural number, i.e. n ∈ N = {1, 2, . . . }. By Kn, we mean
the set of n-tuples (z1, . . . , zn) with real or complex coordinates z1 ∈ K, . . . , zn ∈ K (cf.
[Phi25, Ex. 2.15(c)]). Thus, the set Kn can be identified with the set of functions defined
on the numbers {1, . . . , n} with values in K. The elements of Kn are referred to as points
or vectors (cf. Rem. 1.2 below). For z = (z1, . . . , zn) ∈ Kn, w = (w1, . . . , wn) ∈ Kn, and
λ ∈ K, we define the componentwise addition

z + w := (z1 + w1, . . . , zn + wn), (1.1a)

the componentwise scalar multiplication

λz := (λz1, . . . , λzn), (1.1b)
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the (Euclidean for K = R) inner product or scalar product

z · w := z1w̄1 + · · ·+ znw̄n =
n∑

j=1

zjw̄j (1.1c)

(where we recall that, for a complex number wj, the complex conjugate is denoted by
w̄j), and the (Euclidean for K = R) norm, length, or absolute value

|z| :=
√
z · z =

√

|z1|2 + · · ·+ |zn|2. (1.1d)

Finally, one defines the (Euclidean for K = R) distance between z and w as

|z − w| =
√

|z1 − w1|2 + · · ·+ |zn − wn|2. (1.1e)

One also finds the notation 〈z, w〉 instead of z ·w for the inner product, and ‖z‖ instead
of |z| for the above norm.

Remark 1.2. The set Kn together with the componentwise addition and scalar multi-
plication as defined in Def. 1.1 constitutes a vector space over the field K (see Ex. A.2(d)
of Appendix A – App. A reviews basic notions and results from Linear Algebra). In a
slight abuse of notation, one often writes 0 instead of (0, . . . , 0).

Lemma 1.3. The norm on Kn as defined in (1.1d) enjoys the following properties:

(a) It is positive definite, i.e.

|z| ≥ 0 and
(

|z| = 0 ⇔ z = 0
)

for each z ∈ Kn.

(b) It is homogeneous of degree 1, i.e.

|λz| = |λ||z| for each λ ∈ K, z ∈ Kn.

(c) It satisfies the triangle inequality, i.e.

|z + w| ≤ |z|+ |w| for each (z, w) ∈ Kn ×Kn.

Proof. (a): |z| is nonnegative, as the square root is nonnegative. If |z| = 0, then
|z1|2 = · · · = |zn|2 = 0, i.e. z1 = · · · = zn = 0.

(b): One calculates

|λz| =

√
√
√
√

n∑

j=1

|λzj|2 =

√
√
√
√|λ|2

n∑

j=1

|zj|2 = |λ|

√
√
√
√

n∑

j=1

|zj|2 = |λ||z|. (1.2)
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(c): The triangle inequality is a bit harder to prove. We will see two different proofs
later. In Th. 1.85, we will prove the triangle inequality for general p-norms on Kn

(the so-called Minkowski inequality). The special case p = 2 then yields the triangle
inequality for the above norm. Moreover, in Sec. 1.7 we will show that, for each general
inner product, the definition analogous to (1.1d) does always yield a general norm (see
Prop. 1.90) – in particular, this definition always guarantees the triangle inequality.
Once again, we obtain the above norm as a special case (see Ex. 1.92). �

Remark 1.4. Lemma 1.3 shows that the norm on Kn as defined in (1.1d) is, indeed, a
norm in the sense of Def. 1.19 below. This, in turn, implies that the distance on Kn as
defined in (1.1e) is, indeed, a metric in the sense of Def. 1.17 below.

Definition 1.5. Elements e ∈ Kn of length 1 are called unit vectors. The n unit vectors

e1 := (1, 0, . . . , 0), e2 := (0, 1, . . . , 0), . . . , en := (0, . . . , 0, 1) (1.3)

are called the standard unit vectors. They form the standard basis of the vector space
Kn over K (cf. Ex. A.16).

Remark 1.6. For every z = (z1, . . . , zn) ∈ Kn, it holds that

z =
n∑

j=1

zjej =
n∑

j=1

(z · ej) ej. (1.4)

Notation 1.7. For x, y ∈ Rn, we write x < y (resp. x ≤ y) if, and only if, xj < yj (resp.
xj ≤ yj) for each j ∈ {1, . . . , n}.

Remark 1.8. Note that, for each n ≥ 2, given points x, y ∈ Rn might not be compara-
ble. For example, if x = (1, 0), y = (0, 1), and z = (2, 2), then x < z, y < z, but neither
x < y nor y < x.

Notation 1.9. A subset I of Rn is called an n-dimensional interval if, and only if, I has
the form I = I1 × · · · × In, where I1, . . . , In are intervals in R. The lengths |I1|, . . . , |In|
are called the edge lengths of I. An interval I is called a (hyper)cube if, and only if, all
its edge lengths are equal. If x, y ∈ Rn, x < y, then we define the following intervals

]x, y[ := {z ∈ Rn : x < z < y} =]x1, y1[× · · · ×]xn, yn[ open interval, (1.5a)

[x, y] := {z ∈ Rn : x ≤ z ≤ y} = [x1, y1]× · · · × [xn, yn] closed interval, (1.5b)

[x, y[ := {z ∈ Rn : x ≤ z < y} = [x1, y1[× · · · × [xn, yn[ halfopen interval, (1.5c)

]x, y] := {z ∈ Rn : x < z ≤ y} =]x1, y1]× · · · ×]xn, yn] halfopen interval. (1.5d)

—
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Recall the notion of a sequence from [Phi25, Def. 2.14(b)], the notion of a convergent
sequence in K from [Phi25, Def. 7.1], and the notion of a Cauchy sequence in K from
[Phi25, Def. 7.28]. The introduction of the absolute value in Kn (the Euclidean norm for
K = R) enables us to extend the notion of converging sequences and Cauchy sequences
from K to Kn. One merely has to replace the absolute value in K by the absolute value
in Kn:

Definition 1.10. Let (zk) = (zk)k∈N = (z1, z2, . . . ) be a sequence in Kn. The sequence
(zk) is defined to be convergent with limit a ∈ Kn (notation: limk→∞ zk = a or zk → a
for k → ∞) if, and only if, for each ǫ ∈ R+, there is N ∈ N such that |zk − a| < ǫ for
each k > N . Similarly, (zk) is defined to be a Cauchy sequence if, and only if, for each
ǫ ∈ R+, there is N ∈ N such that |zk − zl| < ǫ for each k, l > N .

Remark 1.11. For each z = (z1, . . . , zn) ∈ Kn, one has the following estimates:

∀
j∈{1,...,n}

|zj| ≤ |z|
︸︷︷︸√

|z1|2+···+|zn|2

≤ |z1|+ · · ·+ |zn|. (1.6)

Theorem 1.12. Let (zk) = (zk)k∈N be a sequence in Kn, where zk = (zk1 , . . . , z
k
n). The

sequence (zk) is convergent with limit a = (a1, . . . , an) ∈ Kn (resp. a Cauchy sequence)
if, and only if, each of the scalar coordinate sequences (zkj )k∈N in K is convergent with
limit aj ∈ K (resp. is a Cauchy sequence in K), j ∈ {1, . . . , n}.

Proof. Suppose that (zk)k∈N is a convergent sequence with limit a. Then, according to
Def. 1.10, given ǫ ∈ R+, there is N ∈ N such that, for each k > N ,

|zk − a| < ǫ. (1.7)

Since, by (1.6), (1.7) implies

∀
j∈{1,...,n}

|zkj − aj| ≤ |zk − a| < ǫ, (1.8)

according to [Phi25, Def. 7.1], (zkj )k∈N converges to aj for each j ∈ {1, . . . , n}. Con-
versely, if (zkj )k∈N converges to aj for each j ∈ {1, . . . , n}, then, given ǫ ∈ R+, [Phi25,
Def. 7.1] yields N ∈ N such that, for each k > N ,

|zkj − aj| <
ǫ

n
. (1.9)

Since, by (1.6), (1.9) implies

|zk − a| ≤
n∑

j=1

|zkj − aj| < n
ǫ

n
= ǫ, (1.10)

(zk)k∈N converges to a. The claim regarding Cauchy sequences is proved analogously
using [Phi25, Def. 7.28] and is left as an exercise. �
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Definition 1.13. In generalization of [Phi25, Def. 7.9], we define a sequence (zk)k∈N in
Kn, n ∈ N, to be bounded if, and only if, the set {|zk| : k ∈ N} is bounded in the sense
of [Phi25, Def. 2.26(a)], i.e. if, and only if,

∃
M∈R+

0

∀
k∈N

0 ≤ |zk| ≤M. (1.11)

—

Recall the notion of subsequence and reordering from [Phi25, Def. 7.21].

Lemma 1.14. Let (zk)k∈N be a sequence in Kn such that limk→∞ zk = a ∈ Kn. Then
the following holds:

(a) (zk)k∈N is bounded.

(b) liml→∞ zkl = a for every subsequence (zkl)l∈N of (zk)k∈N.

(c) limk→∞ zφ(k) = a for every reordering (zφ(k))k∈N of (zk)k∈N.

(d) If limk→∞ zk = b ∈ Kn, then a = b. Thus, the limit of a sequence in Kn is unique
(given it exists at all).

Proof. In each case, the key to the proof is Th. 1.12 and to apply the result that is
already known for sequences in K. From Th. 1.12, we know

lim
k→∞

zkj = aj for each j ∈ {1, . . . , n}. (1.12)

(a): Since convergent sequences in K are bounded according to [Phi25, Prop. 7.10(b)],
(1.12) implies the existence ofM1, . . . ,Mn ∈ R+

0 such that 0 ≤ |zkj | ≤Mj for each k ∈ N

and each j ∈ {1, . . . , n}. Since |zk| ≤ |zk1 |+ · · ·+ |zkn| by (1.6), one has

∀
k∈N

0 ≤ |zk| ≤
n∑

j=1

Mj ∈ R+
0 , (1.13)

showing that (zk)k∈N is bounded.

(b): If (zkl)l∈N is a subsequence of (zk)k∈N, then (zklj )l∈N is a subsequence of (zkj )k∈N
for each j ∈ {1, . . . , n}. Thus, (1.12) together with the result [Phi25, Prop. 7.23] on
sequences in K implies that liml→∞ zklj = aj. We now apply Th. 1.12 in the opposite

direction to get liml→∞ zkl = a as claimed.

(c): If (zφ(k))k∈N is a reordering of (zk)k∈N, then (z
φ(k)
j )k∈N is a reordering of (zkj )k∈N

for each j ∈ {1, . . . , n}. Thus, (1.12) together with the result [Phi25, Prop. 7.23] on
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sequences in K implies limk→∞ z
φ(k)
j = aj. As before, we now apply Th. 1.12 in the

opposite direction to get limk→∞ zφ(k) = a as claimed.

(d): Suppose limk→∞ zk = b ∈ Kn. Then, once more by Th. 1.12,

lim
k→∞

zkj = bj for each j ∈ {1, . . . , n}. (1.14)

Since limits of sequences in K are unique by [Phi25, Prop. 7.10(a)], (1.14) together with
(1.12) yields aj = bj for each j ∈ {1, . . . , n}, i.e. a = b. �

Lemma 1.15. Let (zk)k∈N, (w
k)k∈N be sequences in Kn such that limk→∞ zk = a ∈ Kn,

limk→∞wk = b ∈ Kn. Moreover, let λ, µ ∈ K. One then has the following convergences:

(a) limk→∞(λzk + µwk) = λa+ µb.

(b) limk→∞(zk · wk) = a · b.

(c) limk→∞ |zk| = |a|.

Proof. As in the previous lemma, we employ Th. 1.12 to get

lim
k→∞

zkj = aj for each j ∈ {1, . . . , n}, (1.15a)

lim
k→∞

wk
j = bj for each j ∈ {1, . . . , n}. (1.15b)

(a): As we already know from [Phi25, (7.11a),(7.11b)] that the corresponding formula
holds for sequences in K, (1.15) implies limk→∞(λzkj + µwk

j ) = λaj + µbj for each j ∈
{1, . . . , n}. Once more applying Th. 1.12 provides limk→∞(λzk + µwk) = λa+ µb.

(b): Note that it suffices to consider the case K = C, as this includes the case K = R as
a special case. Due to (1.15) and identities for limits of complex sequences, we compute

a · b =
n∑

j=1

aj b̄j =
n∑

j=1

lim
k→∞

zkj lim
k→∞

wk
j

[Phi25, (7.11c),(7.11f),(7.16a)]
= lim

k→∞

n∑

j=1

zkj w
k
j = lim

k→∞
(zk · wk). (1.16)

(c) follows from (b) by making use of the continuity of the square root function (note
that (zk · zk) is a sequence of real numbers):

lim
k→∞

|zk| = lim
k→∞

√
zk · zk [Phi25, Th. 7.37, Th. 7.72(a)]

=
√

lim
k→∞

(zk · zk) =
√
a · a = |a|. (1.17)

This concludes the proof of the lemma. �



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 10

Theorem 1.16. (a) A sequence in Kn is convergent if, and only if, it is a Cauchy
sequence.

(b) Bolzano-Weierstrass Theorem: Every bounded sequence in Kn has a convergent
subsequence.

Proof. (a): A sequence inKn is convergent if, and only if, each of its coordinate sequences
is convergent (Th. 1.12). As each coordinate sequence is a sequence in K, we know from
[Phi25, Th. 7.29] that each coordinate sequence is convergent if, and only if, it is a
Cauchy sequence. Finally, again by Th. 1.12, the coordinate sequences are all Cauchy
sequences if, and only if, the original sequence in Kn is a Cauchy sequence, thereby
establishing the case.

(b): If (zk)k∈N is bounded, then, due to (1.6), each coordinate sequence (zkj )k∈N, j ∈
{1, . . . , n}, is bounded. We prove by induction over {1, . . . , n} that, for each j ∈
{1, . . . , n}, there is a subsequence (yk,j)k∈N of (xk)k∈N such that the coordinate sequences
(yk,jα )k∈N converge for each α ∈ {1, . . . , j}. Base Case (j = 1): Since (zk1 )k∈N is a bounded
sequence in K, the Bolzano-Weierstrass theorem for sequences in K (cf. [Phi25, Prop.
7.26, Th. 7.27]) yields the existence of a convergent subsequence of (zk1 )k∈N. This pro-
vides us with the needed subsequence (yk,1)k∈N of (zk)k∈N. Now suppose that 1 < j ≤ n.
By induction, we already have a subsequence (yk,j−1)k∈N of (zk)k∈N such that the co-
ordinate sequences (yk,j−1

α )k∈N converge for each α ∈ {1, . . . , j − 1}. As (yk,j−1
α )k∈N is

a subsequence of the bounded K-valued sequence (zkα)k∈N, by the Bolzano-Weierstrass
theorem for sequences in K, it has a convergent subsequence. This provides us with the
needed subsequence (yk,j)k∈N of (yk,j−1)k∈N, which is then also a subsequence of (zk)k∈N.
Moreover, for each α ∈ {1, . . . , j − 1}, (yk,jα )k∈N is a subsequence of the convergent se-
quence (yk,j−1

α )k∈N, and, thus, also convergent. In consequence, (yk,jα )k∈N converge for
each α ∈ {1, . . . , j} as required. Finally, one observes that (yk,n)k∈N is a subsequence
of (zk)k∈N such that all coordinate sequences (yk,nα )k∈N, α ∈ {1, . . . , n}, converge. Let
aα := limk→∞ yk,nα for each α ∈ {1, . . . , n}. Then, by Th. 1.12, limk→∞ yk,n = a, thereby
establishing the case. �

1.2 Metrics and Norms

Definition 1.17. Let X be a set. A function d : X ×X −→ R+
0 is called a metric on

X if, and only if, the following three conditions are satisfied:

(i) d is positive definite, i.e., for each (x, y) ∈ X × X, d(x, y) = 0 if, and only if,
x = y.

(ii) d is symmetric, i.e., for each (x, y) ∈ X ×X, d(y, x) = d(x, y).
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(iii) d satisfies the triangle inequality, i.e., for each (x, y, z) ∈ X3, d(x, z) ≤ d(x, y) +
d(y, z).

If d constitutes a metric on X, then the pair (X, d) is called a metric space. One then
often refers to the elements of X as points and to the number d(x, y) as the d-distance
between the points x and y. If the metric d on X is understood, one also refers to X
itself as a metric space.

Remark 1.18. The requirement that a metric be nonnegative is included in Def. 1.17
merely for emphasis. Nonnegativity actually follows from the remaining properties of a
metric: For each x, y ∈ X, one computes

0
Def. 1.17(i)

= d(x, x)
Def. 1.17(iii)

≤ d(x, y) + d(y, x)
Def. 1.17(ii)

= 2 d(x, y), (1.18)

showing d(x, y) ≥ 0.

Definition 1.19. Let X be a vector space over the field K. Then a function ‖ · ‖ :
X −→ R+

0 is called a norm on X if, and only if, the following three conditions are
satisfied:

(i) ‖ · ‖ is positive definite, i.e.

(

‖x‖ = 0 ⇔ x = 0
)

for each x ∈ X.

(ii) ‖ · ‖ is homogeneous of degree 1, i.e.

‖λx‖ = |λ|‖x‖ for each λ ∈ K, x ∈ X.

(iii) ‖ · ‖ satisfies the triangle inequality, i.e.

‖x+ y‖ ≤ ‖x‖+ ‖y‖ for each x, y ∈ X.

If ‖ · ‖ constitutes a norm on X, then the pair (X, ‖ · ‖) is called a normed vector space
or just normed space. If the norm ‖ · ‖ on X is understood, then one also refers to X
itself as a normed space.

Lemma 1.20. If (X, ‖ · ‖) is a normed space, then the function

d : X ×X −→ R+
0 , d(x, y) := ‖x− y‖, (1.19)

constitutes a metric on X: One also calls d the metric induced by the norm ‖ · ‖. Thus,
the induced metric d makes X into a metric space.
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Proof. Exercise. �

Lemma 1.21. (a) The following law holds in every metric space (X, d):

|d(x, y)− d(x′, y′)| ≤ d(x, x′) + d(y, y′) for each x, x′, y, y′ ∈ X. (1.20a)

(b) The following law holds in every normed vector space (X, ‖ · ‖):
∣
∣‖x‖ − ‖y‖

∣
∣ ≤ ‖x− y‖ for each x, y ∈ X. (1.20b)

This law is sometimes referred to as the inverse triangle inequality.

Proof. (a): First, note d(x, y) ≤ d(x, x′) + d(x′, y′) + d(y′, y), i.e.

d(x, y)− d(x′, y′) ≤ d(x, x′) + d(y′, y). (1.21a)

Second, d(x′, y′) ≤ d(x′, x) + d(x, y) + d(y, y′), i.e.

d(x′, y′)− d(x, y) ≤ d(x′, x) + d(y, y′). (1.21b)

Taken together, (1.21a) and (1.21b) complete the proof of (1.20a).

(b): Let d(x, y) := ‖x − y‖ be the induced metric on X. Applying (a) to d yields the
estimate

∣
∣‖x‖ − ‖y‖

∣
∣ = |d(x, 0)− d(y, 0)| ≤ d(x, y) + d(0, 0) = ‖x− y‖, (1.22)

which establishes the case. �

Example 1.22. (a) As noted before, the length of (1.1d) is, indeed, a norm on Kn

(see Lem. 1.3 and Rem. 1.4), called Euclidean norm for K = R. It induces the
metric (1.1e) on Kn, called Euclidean metric for K = R. In particular, the absolute
value/modulus constitutes a norm on K and (z, w) 7→ |z − w| is a metric on K.

(b) Consider the set R := R ∪ {∞} ∪ {−∞} and

f : R −→ R, f(x) :=







−1 for x = −∞,
x

1+|x|
for x ∈ R,

1 for x = ∞.

(1.23)

We verify that

d : R× R −→ R+
0 , d(x, y) := |f(x)− f(y)|, (1.24)
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defines a metric on R:

As, for each x, y, z ∈ R, we have d(x, y) = |f(x) − f(y)| ≤ |f(x) − f(z)| + |f(z) −
f(y)| = d(x, z)+d(z, y), d satisfies the triangle inequality. Moreover, d is symmetric,
due to d(x, y) = |f(x) − f(y)| = d(y, x). Next, if x = y, then d(x, y) = |f(x) −
f(x)| = 0. Conversely, if d(x, y) = 0, then f(x) = f(y). To be able to conclude
that x = y, we show that f is one-to-one. We can actually show that f is strictly
increasing, which implies one-to-one by [Phi25, Prop. 2.31(b)]. First, consider f on
] − ∞, 0[, where f(x) = x/(1 − x). Thus, f is differentiable on this interval with
f ′(x) = 1/(1− x)2 > 0, showing that f is strictly increasing on ]−∞, 0[ according
to [Phi25, Cor. 9.18(a)]. That f is strictly increasing on ]0,∞[ follows analogously.
Finally, we have, for each x ∈]−∞, 0[,

f(−∞) = −1 <
x

1− x
< 0 = f(0),

and, for each x ∈]0,∞[,

f(0) = 0 <
x

1 + x
< 1 = f(∞),

such that f is strictly increasing on the entire set R.

(c) Let S 6= ∅ be an otherwise arbitrary set. According to Ex. A.2(c), the set F(S,K)
of all K-valued functions on S is a vector space over K if vector addition and scalar
multiplication are defined pointwise as in (A.5). Now consider the subset B(S,K)
of F(S,K), consisting of all bounded K-valued functions on S, where we call a
K-valued function f bounded if, and only if, the set {|f(s)| : s ∈ S} ⊆ R+

0 is a
bounded subset of R. Define

‖f‖sup := sup{|f(s)| : s ∈ S} ∈ R+
0 for each f ∈ B(S,K). (1.25)

We will show that B(S,K) constitutes a vector space over K and ‖ · ‖sup provides a
norm on B(S,K) (i.e.

(
B(S,K), ‖ · ‖sup

)
is a normed vector space). To verify that

B(S,K) constitutes a vector space over K, it suffices to show it is a subspace of
the vector space F(S,K), which, according to Def. and Rem. A.3 is equivalent to
showing f, g ∈ B(S,K) and λ ∈ K imply f + g ∈ B(S,K) and λf ∈ B(S,K).

If f, g ∈ B(S,K), then

∀
s∈S

|f(s) + g(s)| ≤ |f(s)|+ |g(s)| ≤ ‖f‖sup + ‖g‖sup ∈ R+
0 , (1.26a)

showing f + g ∈ B(S,K) and that ‖ · ‖sup satisfies the triangle inequality

∀
f,g∈B(S,K)

‖f + g‖sup ≤ ‖f‖sup + ‖g‖sup. (1.26b)
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If f ∈ B(S,K), λ ∈ K, then,

∀
s∈S

|λ f(s)| = |λ| |f(s)| ≤ |λ| ‖f‖sup ∈ R+
0 (1.27a)

implies λf ∈ B(S,K), completing the proof that B(S,K) is a subspace of F(S,K).
Moreover,

‖λf‖sup = sup{|λf(s)| : s ∈ S}
= sup{|λ||f(s)| : s ∈ S}

[Phi25, (4.9c)]
= |λ| sup{|f(s)| : s ∈ S} = |λ|‖f‖sup, (1.27b)

proving ‖ · ‖sup is homogeneous of degree 1. To see that ‖ · ‖sup constitutes a norm
on B(S,K), it merely remains to show positive definiteness. To this end, we notice
that the zero element f = 0 of the vector space B(S,K) is the function f ≡ 0, which
vanishes identically. Thus, f = 0 if, and only if, ‖f‖sup := sup{|f(s)| : s ∈ S} = 0,
showing ‖ · ‖sup is positive definite, and completing the proof that ‖ · ‖sup is a norm,
making B(S,K) into a normed vector space.

1.3 Open Sets, Closed Sets, and Related Notions

Remark 1.23. In the following, a multitude of notions will be introduced for metric
spaces (X, d), for example open sets, closed sets, convergence of sequences, etc. Subse-
quently, we will then also use these notions in normed spaces (X, ‖ ·‖), always implicitly
assuming that they are meant with respect to the metric space (X, d), where d is the
metric induced by the norm ‖ · ‖, i.e. where d is given by (1.19).

Definition 1.24. Let (X, d) be a metric space. Given x ∈ X and r ∈ R+, define

Br(x) := {y ∈ X : d(x, y) < r}, (1.28a)

Br(x) := {y ∈ X : d(x, y) ≤ r}, (1.28b)

Sr(x) := {y ∈ X : d(x, y) = r}. (1.28c)

The set Br(x) is called the open ball with center x and radius r, also known as the
r-ball with center x. The set Br(x) is called the closed ball with center x and radius r.
The set Sr(x) is called the sphere with center x and radius r. A set U ⊆ X is called a
neighborhood of x if, and only if, there is ǫ ∈ R+ such that Bǫ(x) ⊆ U .

Definition 1.25. Let (X, d) be a metric space, A ⊆ X, and x ∈ X.

(a) The point x is called an interior point of A if, and only if, there is ǫ ∈ R+ such
that the ǫ-ball with center x is entirely contained in A, i.e. Bǫ(x) ⊆ A. Note: An
interior point of A is always in A.
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(b) The point x is called a boundary point of A if, and only if, each ǫ-ball with center
x, ǫ ∈ R+, contains at least one point from A and at least one point from Ac

(A∩Bǫ(x) 6= ∅ and Ac ∩Bǫ(x) 6= ∅), where Ac = X \A denotes the complement of
A (cf. [Phi25, Def. 1.22(c)]). Note: A boundary point of A is not necessarily in A.

(c) The point x is called a cluster point or accumulation point of A if, and only if, each
ǫ-ball with center x, ǫ ∈ R+, contains infinitely many points of A (cf. [Phi25, Def.
7.33(a)]). Note: A cluster point of A is not necessarily in A.

(d) The point x is called an isolated point of A if, and only if, there is ǫ ∈ R+ such that
Bǫ(x) ∩A = {x} (cf. [Phi25, Def. 7.33(b)]). Note: An isolated point of A is always
in A.

(e) The set of all interior points of A is called the interior of A. It is denoted by A◦ or
by intA.

(f) The set of all boundary points of A is called the boundary of A. It is denoted by
∂A.

(g) The set A ∪ ∂A is called the closure of A. It is denoted by A or by clA.

(h) A is called open if, and only if, every point of A is an interior point, i.e. if, and only
if, A = A◦.

(i) A is called closed if, and only if, Ac is open.

Remark 1.26. If (X, d) is a metric space, A ⊆ X, then Def. 1.25(i) immediately implies
that A is open if, and only if, Ac is closed: According to Def. 1.25(i), Ac is closed if, and
only if, (Ac)c is open. However, (Ac)c = X \ Ac = X \ (X \ A) = A.

Lemma 1.27. Let (X, d) be a metric space.

(a) Given x ∈ X and r ∈ R+, the open ball Br(x) is an open set and the closed ball
Br(x) is a closed set.

(b) The empty set ∅ and the entire space X are both open and closed. Such sets are
sometimes called clopen.

(c) Points are always closed. More precisely, for each x ∈ X, the singleton set {x} is
closed.

Proof. (a): Exercise.

(b): It suffices to show that ∅ and X are both open. To show that ∅ is open, we need to
verify that every point we find in ∅ is an interior point. As we do not find any points in
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∅, we are already done. Since, for each x ∈ X and each ǫ > 0, Bǫ(x) ⊆ X, every x ∈ X
is an interior point, showing that X is open.

(c): To see that {x} is closed, we have to show that X \ {x} is open. Let y ∈ X \ {x}.
Due to the positive definiteness of d, it is r := d(x, y) > 0. Since z ∈ Br(y) implies
d(z, y) < r, it is x /∈ Br(y), showing Br(y) ⊆ X \ {x}. Thus, y is an interior point of
X \ {x}. Since y was arbitrary, X \ {x} is open. �

Example 1.28. Let X = K and d(z, w) := |z − w| for each z, w ∈ K. Then (X, d) is a
metric space.

(a) If K = R, x ∈ R and r > 0, then Br(x) =]x− r, x+ r[ (open interval with center x
and length 2r) and Br(x) = [x− r, x+ r] (closed interval with center x and length
2r). If K = C, z ∈ C and r > 0, then Br(z) = {w ∈ C : |z − w| < r} (open
disk with center z and radius r) and Br(z) := {w ∈ C : |z − w| ≤ r} (closed disk
with center z and radius r). Thus, we see that the notation for the open ball is
consistent with the one introduced in [Phi25, Def. 7.7(a)], and the notation for the
closed ball is consistent with the one introduced in [Phi25, Ex. 7.47(a)]. For subsets
A of K, the new notion of A being closed (i.e. A being the complement of an open
set) is also consistent with the notion of closedness of [Phi25, Def. 7.42(b)]: For the
proof, we will have to wait until Cor. 1.44, where it is contained in the equivalence
between statements (i) and (iv) of Cor. 1.44.

(b) Let A :=]0, 1] and K = R. Then A◦ =]0, 1[, ∂A = {0, 1}, A = [0, 1].

(c) Let A :=]0, 1] and K = C. Then A◦ = ∅, ∂A = A = [0, 1].

(d) Let A := Q. In this case, there is no difference between K = R and K = C: A◦ = ∅,
∂A = A = R.

(e) Let A := {1/n : n ∈ N}. Once again, there is no difference between K = R and
K = C: Every element of A is an isolated point. In particular A◦ = ∅. The unique
cluster point of A is 0, and ∂A = A = A ∪ {0}.

Theorem 1.29. Let (X, d) be a metric space.

(a) Unions of arbitrarily many (i.e. finitely or infinitely many) open sets are open. The
intersection of finitely many open sets is open.

(b) Intersections of arbitrarily many closed sets are closed (cf. [Phi25, Prop. 7.44(b)]).
The union of finitely many closed sets is closed (cf. [Phi25, Prop. 7.44(a)]).
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Proof. (a): Let I be a (finite or infinite) index set. For each j ∈ I, let Oj ⊆ X be open.
We have to verify that O :=

⋃

j∈I Oj is open. Let x ∈ O. Then there is j ∈ I such that
x ∈ Oj. Since Oj is open, there is ǫ > 0 such that Bǫ(x) ⊆ Oj ⊆ O. Thus, we have shown
that x is an interior point of O. Since x was arbitrary, O is open. Now consider finitely
many open sets O1, . . . , ON , N ∈ N, and let O :=

⋂N
j=1Oj. Again, we have to prove

that O is open. Hence, once more, let x ∈ O. Then x ∈ Oj for each j ∈ {1, . . . , N}.
Since each Oj is open, for each j ∈ {1, . . . , N}, there is ǫj > 0 such that Bǫj(x) ⊆ Oj.
If we let ǫ := min{ǫj : j ∈ {1, . . . , N}}, then ǫ > 0 and Bǫ(x) ⊆ Bǫj(x) ⊆ Oj for each
j ∈ {1, . . . , N}, i.e. Bǫ(x) ⊆ O, showing that x is an interior point of O. Since x was
arbitrary, O is open.

(b): Let I 6= ∅ be a (finite or infinite) index set. For each j ∈ I, let Cj ⊆ X be closed.
We have to verify that C :=

⋂

j∈I Cj is closed. According to the set-theoretic law [Phi25,
Prop. 1.38(e)]

Cc =

(
⋂

j∈I

Cj

)c

[Phi25, Prop. 1.38(e)]
=

⋃

j∈I

Cc
j .

Now, as we know that Cj is closed, we know that Cc
j is open. According to (a), that

means that Cc is open, showing that C is closed. Similarly, if we consider finitely many
closed sets C1, . . . , CN , N ∈ N, and letting C :=

⋃N
j=1Cj, then the set-theoretic law

[Phi25, Prop. 1.38(f)] yields

Cc =

(
N⋃

j=1

Cj

)c

[Phi25, Prop. 1.38(f)]
=

N⋂

j=1

Cc
j .

Since Cj is closed, C
c
j is open, and, by (a), Cc is open, hence C closed. �

Example 1.30. Consider R with its usual metric (as in Ex. 1.28 for K = R). Then the
relation

⋂∞
k=1] − 1

k
, 1
k
[= {0} shows that, in general, an infinite intersection of open sets

is not open, and
⋃∞

k=1[
1
k
, 1] =]0, 1], shows that, in general, an infinite union of closed

sets is not closed.

Lemma 1.31. Let (X, d) be a metric space, A ⊆ X. Then X is the disjoint union of
A◦, ∂A, and (X \ A)◦.

Proof. One has to show four parts: X = A◦∪∂A∪(X\A)◦, A◦∩∂A = ∅, ∂A∩(X\A)◦ =
∅, and A◦ ∩ (X \ A)◦ = ∅.
Suppose x ∈ X \ (A◦ ∪ ∂A). Since x /∈ ∂A, there exists ǫ > 0 such that Bǫ(x) ⊆ A or
Bǫ(x) ⊆ X \ A. As x /∈ A◦, it must be Bǫ(x) ⊆ X \ A, i.e. x ∈ (X \ A)◦.
A◦ ∩ ∂A = ∅: If x ∈ A◦, then there is ǫ > 0 such that Bǫ(x) ⊆ A, thus, x /∈ ∂A.
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∂A ∩ (X \ A)◦ = ∅: Since ∂A = ∂(X \ A), this follows from A◦ ∩ ∂A = ∅.
A◦ ∩ (X \ A)◦ = ∅ holds as A◦ ⊆ A, (X \ A)◦ ⊆ X \ A, and A ∩ (X \ A) = ∅. �

Theorem 1.32. Let (X, d) be a metric space, A ⊆ X.

(a) The interior A◦ is the union of all open subsets of A. In particular, A◦ is open. In
other words, A◦ is the largest open set contained in A.

(b) The closure A is the intersection of all closed supersets of A. In particular, A is
closed. In other words, A is the smallest closed set containing A.

(c) The boundary ∂A is closed.

Proof. (a): Let O be the union of all open subsets of A. Then O is open by Th. 1.29(a).
If x ∈ A◦, then x is an interior point of A, i.e. there is ǫ > 0 such that Bǫ(x) ⊆ A. Since
Bǫ(x) is open due to Lem. 1.27(a), x ∈ O. Conversely, if x ∈ O, then, as O is open,
there is ǫ > 0 such that Bǫ(x) ⊆ O ⊆ A, showing that x is an interior point of A, i.e.
x ∈ A◦.

(b): According to (a), (Ac)◦ is the union of all open subsets of Ac, i.e.

(Ac)◦ =
⋃

O∈{S⊆Ac:S open}

O, (1.29)

then
(
(Ac)◦

)c [Phi25, Prop. 1.38(f)]
=

⋂

O∈{S⊆Ac:S open}

Oc =
⋂

C∈{S⊇A:S closed}

C (1.30)

is the intersection of all closed supersets of A (note that C is a closed superset of A if,
and only if, Cc is an open subset of Ac). As, by Lem. 1.31,

(
(Ac)◦

)c
= ∂(Ac) ∪ A◦ = ∂A ∪ A◦ = ∂A ∪ A = A, (1.31)

A is the intersection of all closed supersets of A as claimed.

(c): According to Lem. 1.31, it is ∂A = X \
(
A◦ ∪ (X \A)◦

)
. Since A◦ and (X \A)◦ are

open, ∂A is closed. �

Definition 1.33. Let (X, d) be a metric space. Then A ⊆ X is called bounded if, and
only if, A = ∅ or A 6= ∅ and the set {d(x, y) : x, y ∈ A} is bounded in R; A ⊆ X is
called unbounded if, and only if, A is not bounded. For each A ⊆ X, the number

diamA :=







0 for A = ∅,
sup

{
d(x, y) : x, y ∈ A

}
for ∅ 6= A bounded,

∞ for A unbounded,

(1.32)
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is called the diameter of A. Thus, diamA ∈ [0,∞] := R+
0 ∪ {∞} and A is bounded if,

and only if, diamA <∞.

Lemma 1.34. If (X, d) is a metric space, then A ⊆ X is bounded if, and only if, there
is r > 0 and x ∈ X such that A ⊆ Br(x) (in particular, Def. 1.33 is consistent with
[Phi25, Def. 7.42(a)]).

Proof. If A is bounded, then diamA < ∞. Let r be any real number bigger than
diamA, e.g. 1 + diamA. Choose any point x ∈ A. Then, by the definition of diamA,
for each y ∈ A, it is d(x, y) ≤ diamA < r, showing that A ⊆ Br(x). Conversely,
if r > 0 and x ∈ X such that A ⊆ Br(x), then, by the definition of Br(x), one has
d(x, y) < r for each y ∈ A. Now, if y, z ∈ A, then d(z, y) ≤ d(z, x) + d(x, y) < 2r,
showing diamA ≤ 2r <∞, i.e. A is bounded. �

Lemma 1.35. Let (X, d) be a metric space.

(a) Every finite subset of X is bounded.

(b) The union of two bounded subsets of X is bounded.

Proof. (a): Let A be a finite subset of X and a ∈ A. Set r := 1+max{d(a, x) : x ∈ A}.
Then 1 ≤ r <∞, since A is finite. Moreover, A ⊆ Br(a), showing that A is bounded.

(b): Let A and B be bounded subsets of X. Then there are x, y ∈ X and r > 0
such that A ⊆ Br(x) and B ⊆ Br(y). Define α := d(x, y) and ǫ := r + α. Then
A ⊆ Br(x) ⊆ Bǫ(x). If b ∈ B, then d(b, x) ≤ d(b, y) + d(y, x) < r + α = ǫ, showing
B ⊆ Bǫ(x), and, thus, A ∪ B ⊆ Bǫ(x), establishing that A ∪B is bounded. �

1.4 Convergence

Definition 1.36. Let (X, d) be a metric space and let (xk)k∈N be a sequence in X.

(a) The sequence (xk)k∈N is called bounded if, and only if, the set {xk : k ∈ N} is
bounded in the sense of Def. 1.33.

(b) The sequence (xk)k∈N is said to be convergent with limit y ∈ X if, and only if, the
real sequence of distances

(
d(xk, y)

)

k∈N
converges to 0. As for sequences in K and

Kn, the notation for (xk)k∈N converging to y is limk→∞ xk = y or xk → y for k → ∞.
Thus, by definition,

lim
k→∞

xk = y ⇔ lim
k→∞

d(xk, y) = 0. (1.33)



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 20

(c) The sequence (xk)k∈N is called divergent if, and only if, it is not convergent.

(d) The sequence (xk)k∈N is said to be a Cauchy sequence if, and only if, for each ǫ > 0,
there is N ∈ N such that, d(xk, xl) < ǫ for each k, l > N .

(e) A point y ∈ X is called a cluster point or an accumulation point of the sequence
(xk)k∈N if, and only if, for each ǫ > 0, Bǫ(y) contains infinitely many members of
the sequence (i.e. the cardinality of the set {k ∈ N : xk ∈ Bǫ(y)} is ∞).

Lemma 1.37. For a sequence (xk)k∈N in a metric space (X, d), the following two state-
ments are equivalent:

(i) (xk)k∈N is convergent with limit y ∈ X.

(ii) For each ǫ > 0, there is N ∈ N such that, for each k > N , xk ∈ Bǫ(y).

In consequence, the analogous result also holds for a sequence in a normed vector space.

Proof. (i) is equivalent to limk→∞ d(xk, y) = 0, which is equivalent to the statement
that, for each ǫ > 0, there is N ∈ N such that, for each k > N , d(xk, y) < ǫ, which is
equivalent to (ii). �

The following Prop. 1.38 shows that many of the properties we learned in Calculus I for
sequences in K still hold in general metric spaces.

Proposition 1.38. Let (X, d) be a metric space and let (xk)k∈N be a sequence in X.

(a) Limits are unique, that means if a, b ∈ X such that limk→∞ xk = a and limk→∞ xk =
b, then a = b.

(b) If (xk)k∈N is convergent, then it is bounded.

(c) If limk→∞ xk = a ∈ X, then every subsequence and every reordering of (xk)k∈N is
also convergent with limit a.

(d) A point y ∈ X is a cluster point of (xk)k∈N if, and only if, the sequence has a
subsequence converging to y.

(e) If (xk)k∈N is convergent, then it is a Cauchy sequence.

Proof. All the following proofs are conducted analogous to the respective proofs for
sequences in K.
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(a): To carry out the proof via contraposition, show that a 6= b and limk→∞ xk = a
imply that b is not a limit of (xk)k∈N. If a 6= b, then d(a, b) > 0. Let ǫ := d(a, b)/2. If
x ∈ Bǫ(a), then d(x, a) < ǫ. As d(a, b) ≤ d(a, x) + d(x, b), one gets

d(x, b) ≥ d(a, b)− d(a, x) > 2ǫ− ǫ = ǫ,

showing x /∈ Bǫ(b). Since there is N ∈ N such that xk ∈ Bǫ(a) for k > N , no such xk

can be in Bǫ(b), i.e. b is not a limit of (xk)k∈N.

(b) (cf. the proof for sequences in K in [Phi25, Prop. 7.10(b)]): If limk→∞ xk = a, then
there is N ∈ N such that xk ∈ B1(a) for each k > N , i.e. {xk : k > N} is bounded.
Moreover, the finite set {xk : k ≤ N} is bounded. Therefore, {xk : k ∈ N} is the union
of two bounded sets, and, hence, bounded.

(c) (cf. the proofs for sequences inK in [Phi25, Prop. 7.23]): Let (yk)k∈N be a subsequence
of (xk)k∈N, i.e. there is a strictly increasing function φ : N −→ N such that yk = xφ(k). If
limk→∞ xk = a, then, given ǫ > 0, there is N ∈ N such that xk ∈ Bǫ(a) for each k > N .
For Ñ choose any number from N that is bigger than or equal to N and in the range
of φ. Take M := φ−1(Ñ). Then, for each k > M , one has φ(k) > Ñ ≥ N , and, thus,
yk = xφ(k) ∈ Bǫ(a), showing limk→∞ yk = a.

Let (yk)k∈N be a reordering of (xk)k∈N, i.e. there is a bijective function φ : N −→ N such
that yk = xφ(k). Let ǫ and N be as before. Define

M := max{φ−1(k) : k ≤ N}.
As φ is bijective, it is φ(k) > N for each k > M . Then, for each k > M , one has
yk = xφ(k) ∈ Bǫ(a), showing limk→∞ yk = a.

(d) (cf. the proof for sequences in K in [Phi25, Prop. 7.26]): If (yk)k∈N is a subsequence
of (xk)k∈N, limk→∞ yk = a, then every Bǫ(a), ǫ > 0, contains infinitely many yk, i.e.
infinitely many xk, i.e. a is a cluster point of (xk)k∈N. Conversely, if a is a cluster point
of (xk)k∈N, then, inductively, define φ : N −→ N as follows: For φ(1), choose any point
xk in B1(a) (such a point exists, since a is a cluster point of the sequence). Now assume
that n > 1 and that φ(l) have already been defined for each l < n. LetM := max{φ(l) :
l < n}. Since B 1

n
(a) contains infinitely many xk, there must be some xk ∈ B 1

n
(a) such

that k > M . Choose this k as φ(n). Thus, by construction, φ is strictly increasing, i.e.
(yk)k∈N with yk := xφ(k) is a subsequence of (xk)k∈N. Moreover, for each ǫ > 0, there
is N ∈ N such that 1/N < ǫ. Then, for each k > N , yk ∈ B 1

k
(a) ⊆ B 1

N
(a) ⊆ Bǫ(a),

showing limk→∞ yk = a

(e) (cf. the proof for sequences in K in [Phi25, Th. 7.29]): If limk→∞ xk = a, then,
given ǫ > 0, there is N ∈ N such that xk ∈ B ǫ

2
(a) for each k > N . If k, l > N ,

then d(xk, xl) ≤ d(xk, a) + d(a, xl) < ǫ
2
+ ǫ

2
= ǫ, establishing that (xk)k→∞ is a Cauchy

sequence. �
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Example 1.39. (a) The sequence

(
(0, 1), (1, 1/2), (0, 1/3), (1, 1/4), . . .

)

is not a Cauchy sequence. In particular, it does not converge. It has precisely
two cluster points, namely (0, 0) and (1, 0). Moreover,

(
(0, 1/(2k − 1))

)

k∈N
is a

subsequence converging to (0, 0) and
(
(1, 1/(2k))

)

k∈N
is a subsequence converging

to (1, 0).

(b) Let X be the vector space over K of sequences in K that are finally constant and
equal to 0. Thus, the sequence z = (zn)n∈N, zn ∈ K for each n ∈ N, is in X if, and
only if, there exists N ∈ N such that zn = 0 for each n ≥ N . Clearly, X endowed
with the norm ‖ · ‖sup is a subspace of the normed vector space B(S,K) of Example
1.22(c) with S := N. Defining, for each n, k ∈ N,

zkn :=

{

1/n for 1 ≤ n ≤ k,

0 for n > k,
(1.34)

one sees that (zk)k∈N is a Cauchy sequence in X (i.e. with respect to ‖ · ‖sup), but it
is not convergent in X (its limit, the sequence (1/n)n∈N is not finally constant and,
thus, not in X).

Lemma 1.40. (a) In each metric space (X, d), the metric d is continuous in the fol-
lowing sense: If (xk)k∈N and (yk)k∈N are convergent sequences in X, limk→∞ xk = x,
limk→∞ yk = y, then limk→∞ d(xk, yk) = d(x, y).

(b) In each normed vector space (X, ‖ · ‖), the norm is continuous is the sense that
limk→∞ xk = x implies limk→∞ ‖xk‖ = ‖x‖ for each convergent sequence (xk)k∈N in
X.

Proof. (a): Given ǫ > 0, there is N ∈ N such that, for each k > N , xk ∈ B ǫ
2
(x) and

yk ∈ B ǫ
2
(y). Then, for each k > N , according to Lem. 1.21(a), |d(x, y) − d(xk, yk)| ≤

d(x, xk) + d(y, yk) < ǫ
2
+ ǫ

2
= ǫ, thereby establishing the case.

(b): Applying (a) to the induced metric d yields limk→∞ ‖xk‖ = limk→∞ d(xk, 0) =
d(x, 0) = ‖x‖. �

For X = Kn with d being the metric given by (1.1e), we know the converse of Lem.
1.38(e) is also true, namely every Cauchy sequence in Kn converges. However, this is
not true for all metric spaces, as simple examples show. Take, e.g., X = Q or X =]0, 1]
with d being given by the absolute value. A less trivial example is the sequence space
X of Example 1.39(b). This gives rise to the following definition.
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Definition 1.41. A metric space (X, d) and its metric d are both called complete if,
and only if, every Cauchy sequence in X converges. A normed space is called a Banach
space if, and only if, the metric induced by the norm is complete. In that case, one also
says that the normed space and the norm itself are complete.

—

We will now proceed to study some relations between cluster points of a set A, the
closure of a set A, and convergent sequences in A.

Lemma 1.42. Let (X, d) be a metric space, A ⊆ X. Then x ∈ X is a cluster point of
A if, and only if, there is a sequence (ak)k∈N in A such that limk→∞ ak = x, however
ak 6= x, for each k ∈ N.

Proof. If (ak)k∈N is a sequence in A such that limk→∞ ak = x and ak 6= x for each
k ∈ N, then define a subsequence (bk)k∈N of (ak)k∈N with the additional property that
bk 6= bl for each k 6= l. To that end, inductively, define a strictly increasing function
φ : N −→ N as follows: Let φ(1) := 1. For N > 1 assume that φ(k) for each 1 ≤ k < N
has already been defined such that φ(1) < . . . φ(N − 1) and such that aφ(k) 6= aφ(l) for
each 1 ≤ k, l ≤ N − 1. Set

ǫ := min
{
d(aφ(k), x) : 1 ≤ k ≤ N − 1

}
.

Then ǫ > 0 since all ak 6= x. For φ(N) choose some natural number M > φ(N − 1)
such that aM ∈ Bǫ(x) (which exists as limk→∞ ak = x). Due to the choice of ǫ, one has
aφ(k) 6= aφ(N) for each 1 ≤ k ≤ N − 1. Now, if one lets bk := aφ(k), then (bk)k∈N is a
subsequence of (ak)k∈N (since φ is increasing) with the additional property that bk 6= bl

for each k 6= l. As (bk)k∈N is a subsequence of (ak)k∈N, one has limk→∞ bk = limk→∞ ak =
x by Prop. 1.38(c). Finally, given ǫ > 0, there is N ∈ N such that, for each k > N ,
bk ∈ Bǫ(x). Since the bk are now all distinct, this constitutes an infinite number of
elements from A, i.e. x is a cluster point of A.

Conversely, if x is a cluster point of A, for each k ∈ N, choose ak ∈ (A ∩ B 1

k
(x)) \ {x}

(such an element exists as x is a cluster point of A). If ǫ > 0, then there is N ∈ N, such
that 1/N ≤ ǫ. If k > N , then ak ∈ B 1

k
(x) ⊆ Bǫ(x), showing that limk→∞ ak = x. �

Theorem 1.43. Let (X, d) be a metric space, A ⊆ X. Let H(A) denote the set of cluster
points of A, and let L(A) denote the set of limits of sequences in A, i.e. L(A) consists
of all x ∈ X such that there is a sequence (xk)k∈N in A satisfying limk→∞ xk = x.

It then holds that A = L(A) = A ∪H(A).

Proof. It suffices to show that L(A) ⊆ A ⊆ A ∪H(A) ⊆ L(A).
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“L(A) ⊆ A”: Suppose x /∈ A. Since X \ A is open, there is ǫ > 0 such that Bǫ(x) ⊆
X \ A ⊆ X \ A. Thus, x /∈ L(A).

“A ⊆ A ∪ H(A)”: Let x ∈ A \ A. We need to show that x ∈ H(A). As A = A ∪ ∂A
and x /∈ A, we have x ∈ ∂A. For each k ∈ N, xk ∈ A is constructed inductively as
follows: For x1 choose any element of B1(x) ∩ A. Now let n > 1 and assume that, for
each 1 ≤ l < n, xl has already been constructed such that xl ∈ B1/l(x) ∩ A and, for
k 6= l, xk 6= xl. Define

δ := min

(
{
d(x, xl) : 1 ≤ l < n

}
∪
{
1

n

})

and choose xn ∈ Bδ(x) ∩ A. Then xn ∈ B1/n(x) ∩ A and xn 6= xl for each 1 ≤ l < n.
Now, for each ǫ > 0, there is N ∈ N such that 1/N < ǫ. For each k > N , one has
xk ∈ B1/k(x) ⊆ B1/N(x) ⊆ Bǫ(x), i.e. Bǫ(x) contains infinitely many different xk ∈ A
(note also that limk→∞ xk = x), showing that x is a cluster point of A.

“A ∪ H(A) ⊆ L(A)”: If a ∈ A, then the constant sequence (a, a, . . . ) converges to a,
implying a ∈ L(A). If a ∈ H(A), then a ∈ L(A) according to Lem. 1.42. �

Corollary 1.44. Let (X, d) be a metric space, A ⊆ X. Then the following statements
are equivalent:

(i) A is closed.

(ii) A = A.

(iii) A contains all cluster points of A.

(iv) A contains all limits of sequences in A that are convergent in X (cf. [Phi25, Def.
7.42(b)]).

In particular, if A does not have any cluster points, then A is closed.

Proof. The equivalence of (i) and (ii) is due to Th. 1.32(b) (A is the smallest closed set
containing A). The equivalences of (ii), (iii), and (iv) are due to Th. 1.43: Using the
notation L(A) and H(A) from Th. 1.43, one has that A = A implies A = A ∪ H(A),
i.e. H(A) ⊆ A, i.e. (ii) implies (iii). If H(A) ⊆ A, then L(A) = A ∪H(A) = A, i.e. (iii)
implies (iv). If A = L(A), then A = A, i.e. (iv) implies (ii). �

Example 1.45. Let p, q ∈ N and consider the metric spaces given by Kp, Kq, Kp+q,
each endowed with the metric given by (1.1e) (i.e. the Euclidean distance for K = R).
Let A ⊆ Kp, B ⊆ Kq.
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(a) If A and B are closed, then A × B is closed in Kp+q = Kp × Kq: Let (ck)k∈N be a
convergent sequence in A × B with limk→∞ ck = c ∈ Kp+q. Then, for each k ∈ N,
ck = (ak, bk) with ak ∈ Kp, bk ∈ Kq. Moreover, c = (a, b) with a ∈ Kp and b ∈ Kq.
According to Th. 1.12, one has a = limk→∞ ak and b = limk→∞ bk. Since A and B
are closed, from Cor. 1.44(iv), we know that a ∈ A and b ∈ B, i.e. c = (a, b) ∈ A×B,
showing that A×B is closed.

(b) If A and B are open, then A × B is open in Kp+q = Kp × Kq: It suffices to show
that (A×B)c = Kp+q \ (A×B) is closed. To that end, note

(A×B)c = (Ac ×Kq) ∪ (Kp ×Bc) : (1.35)

For a point (z, w) ∈ Kp ×Kq = Kp+q, one reasons as follows:

(z, w) ∈ (A× B)c ⇔ (z, w) /∈ A×B

⇔
(
z /∈ A and w ∈ Kq

)
or
(
z ∈ Kp and w /∈ B

)

⇔ (z, w) ∈ Ac ×Kq or (z, w) ∈ Kp × Bc

⇔ (z, w) ∈ (Ac ×Kq) ∪ (Kp ×Bc), (1.36)

thereby proving (1.35). One now observes that Ac and Bc are closed, as A and B
are open. As Kp and Kq are also closed, by (a), Ac × Kq and Kp × Bc are closed,
and, thus, by (1.35), so is (A×B)c. In consequence, A×B is open as claimed.

In particular, open intervals in Rn are open and closed intervals in Rn are closed.

1.5 Limits and Continuity of Functions

Definition 1.46. Let (X, dX) and (Y, dY ) be metric spaces, M ⊆ X. If ξ ∈ X is a
cluster point of M , then a function f : M −→ Y is said to tend to η ∈ Y (or to have
the limit η ∈ Y ) for x → ξ (denoted by limx→ξ f(x) = η) if, and only if, for each ǫ > 0,
there is δ > 0 such that

dY
(
f(x), η

)
< ǫ for each ξ 6= x ∈M ∩ Bδ(ξ). (1.37)

Remark 1.47. The reason that x = ξ is excluded in (1.37) is that one wants to allow
the situation f(ξ) 6= limx→ξ f(x), i.e. the value of a function in ξ is allowed to differ from
the functions limit for x→ ξ. Thus, for a cluster point ξ of M with ξ ∈M , one of three
distinct cases will always occur: (i) limx→ξ f(x) does not exist, (ii) f(ξ) 6= limx→ξ f(x),
(iii) f(ξ) = limx→ξ f(x).

—
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In the following Definitions 1.48 and 1.49, we will generalize the notions of continuity
[Phi25, Def. 7.31], uniform continuity [Phi25, (10.39)], and Lipschitz continuity [Phi25,
Def. and Rem. 10.16] to metric spaces.

Definition 1.48. Let (X, dX) and (Y, dY ) be metric spaces, M ⊆ X. If ξ ∈ M , then a
function f : M −→ Y is said to be continuous in ξ if, and only if, for each ǫ > 0, there
is δ > 0 such that

dY
(
f(x), f(ξ)

)
< ǫ for each x ∈M ∩ Bδ(ξ). (1.38)

Definition 1.49. Let (X, dX) and (Y, dY ) be metric spaces, M ⊆ X, f : M −→ Y .

(a) f is called continuous in M if, and only if, f is continuous in each ξ ∈M . The set
of all continuous functions from M into Y is denoted by C(M,Y ).

(b) f is called uniformly continuous in M if, and only if, for each ǫ > 0, there is δ > 0
such that:

∀
x,y∈M

dX(x, y) < δ ⇒ dY
(
f(x), f(y)

)
< ǫ. (1.39)

The point here is that δ must not depend on x and y.

(c) f is called Lipschitz continuous inM with Lipschitz constant L if, and only if, there
is L ∈ R+

0 such that:

∀
x,y∈M

dY
(
f(x), f(y)

)
≤ LdX(x, y). (1.40)

The set of all Lipschitz continuous functions fromM into Y is denoted by Lip(M,Y ).

Remark 1.50. All the notions introduced above for metric spaces will also be used in
normed vector spaces. They are then meant with respect to the metric induced by the
norm.

Lemma 1.51. Let (X, dX) and (Y, dY ) be metric spaces, M ⊆ X, f : M −→ Y . If f
is Lipschitz continuous in M , then f is uniformly continuous in M . If f is uniformly
continuous in M , then f is continuous in M .

Proof. If f is Lipschitz continuous, then there is L ∈ R+
0 such that dY

(
f(x), f(y)

)
≤

LdX(x, y) for each x, y ∈ M . Thus, given ǫ > 0, choose δ := ǫ for L = 0 and δ := ǫ/L
for L > 0. Let x, y ∈M such that dX(x, y) < δ. If L = 0, then dY

(
f(x), f(y)

)
= 0 < ǫ.

If L > 0, then dY
(
f(x), f(y)

)
≤ LdX(x, y) < Lǫ/L = ǫ, showing that f is uniformly

continuous. If f is uniformly continuous, then, given ǫ > 0, there is δ > 0 such that, for
each x, y ∈M with dX(x, y) < δ, it is dY

(
f(x), f(y)

)
< ǫ. This already shows that f is

continuous in x. As x is arbitrary, f is continuous. �
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Example 1.52. Consider X = R with the usual metric given by the absolute value
function, M := R+.

(a) f : M −→ R, f(x) := 1/x is continuous, but not uniformly continuous: For each
ξ ∈ R+ and each δ > 0, one has

f(ξ)− f(ξ + δ) =
1

ξ
− 1

ξ + δ
=

δ

ξ(ξ + δ)
. (1.41)

Thus, for a fixed δ > 0 and ǫ > 0, one has, for each ξ ∈ R+ that is chosen smaller
than δ/2 and also smaller than 1/(2ǫ),

f(ξ)− f(ξ + δ/2) =
δ

2ξ(ξ + δ/2)

ξ<δ/2
>

1

2ξ

ξ<1/(2ǫ)
> ǫ,

i.e. x := ξ and y := ξ + δ/2 are points such that |x− y| = δ/2 < δ, but

|f(x)− f(y)| = δ

2ξ(ξ + δ/2)
> ǫ,

showing f is not uniformly continuous.

(b) g : M −→ R, g(x) := x2 is continuous, but not uniformly continuous: For each
ξ ∈ R+ and each δ > 0, one has

g(ξ + δ)− g(ξ) = (ξ + δ)2 − ξ2 = 2ξδ + δ2.

Thus, for a fixed δ > 0 and ǫ > 0, one has, for each ξ ∈ R+ that is chosen bigger
than ǫ/δ,

g(ξ + δ/2)− g(ξ) = ξδ + δ2/4 > ξδ > ǫ,

i.e. x := ξ and y := ξ + δ/2 are points such that |x− y| = δ/2 < δ, but

|g(x)− g(y)| = ξδ +
δ2

4
> ǫ,

showing f is not uniformly continuous.

(c) h : M −→ R, h(x) :=
√
x is uniformly continuous, but not Lipschitz continuous:

First note

∀
x,y∈R+

(x− y)2 = x2 − 2xy + y2 < (x+ y)2 < (x+ 2
√
xy + y)2.

Applying square roots yields

∀
x,y∈R+

|x− y| < x+ 2
√
xy + y = (

√
x+

√
y)2.
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Applying square roots once again yields

∀
x,y∈R+

√

|x− y| < √
x+

√
y.

Thus, given ǫ > 0, one can choose δ := ǫ2 to obtain, for each x, y ∈ R+, satisfying
|x− y| < δ:

|h(x)−h(y)| = |√x−√
y| = |x− y|√

x+
√
y
=

√

|x− y|
√

|x− y|√
x+

√
y

<
√

|x− y| <
√
δ = ǫ,

proving the uniform continuity of h. If h were Lipschitz continuous, then there
needed to be L ≥ 0 such that

√

ξ + δ −
√

ξ ≤ Lδ (1.42)

for each ξ ∈ R+, δ > 0. However, since

√
ξ + δ −√

ξ

δ
=

δ

δ(
√
ξ + δ +

√
ξ)

=
1√

ξ + δ +
√
ξ
, (1.43)

by choosing ξ and δ sufficiently small, one can always make the expression in (1.43)
larger than any given L, showing that h is not Lipschitz continuous.

Example 1.53. According to Lem. 1.21(b), the norm ‖ · ‖ on a normed vector space X
satisfies the inverse triangle inequality

∣
∣‖x‖ − ‖y‖

∣
∣ ≤ ‖x− y‖ for each x, y ∈ X, (1.44)

i.e. the norm is Lipschitz continuous with Lipschitz constant 1.

Theorem 1.54. Let (X, dX) and (Y, dY ) be metric spaces (for example, normed spaces),
M ⊆ X, f : M −→ Y . Then the following three statements are equivalent:

(i) f is continuous.

(ii) For each open set O ⊆ Y , the preimage f−1(O) = {x ∈ M : f(x) ∈ O} is
open in M , i.e., for each open O ⊆ Y , there exists an open U ⊆ X such that
U ∩M = f−1(O).

(iii) For each closed set C ⊆ Y , the preimage f−1(C) is closed in M , i.e., for each
closed C ⊆ Y , there exists a closed A ⊆ X such that A∩M = f−1(C) (cf. [Phi25,
Rem. 7.46]).
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Proof. “(i) ⇒ (ii)”: Assume f is continuous and consider O ⊆ Y open. Let ξ ∈ f−1(O)
and η := f(ξ). As O is open, there exists ǫ(ξ) > such that Bǫ(ξ)(η) ⊆ O. Moreover, as
f is continuous in ξ, there is δ(ξ) > 0 such that f

(
M ∩ Bδ(ξ)(ξ)

)
⊆ Bǫ(ξ)(η) ⊆ O. Set

U :=
⋃

ξ∈f−1(O)Bδ(ξ)(ξ). Then U is a union of open sets, i.e. U is open by Th. 1.29(a).

If x ∈ M ∩ U , then x ∈ M ∩ Bδ(ξ)(ξ) for some ξ ∈ f−1(O) and f(x) ∈ Bǫ(ξ)(f(ξ)) ⊆ O,
showing x ∈ f−1(O). Conversely, if x ∈ f−1(O), then x ∈M ∩Bδ(x)(x), i.e. x ∈M ∩U .
Thus U ∩M = f−1(O).

“(ii) ⇒ (i)”: Assume that, for each open set O ⊆ Y , f−1(O) is open in M . Let ξ ∈ M
and ǫ > 0. Once again, write η := f(ξ). Since Bǫ(η) is open, we know that f−1

(
Bǫ(η)

)

is open in M , i.e. there is an open U ⊆ X such that M ∩ U = f−1
(
Bǫ(η)

)
. Since ξ ∈ U

and U is open, there is δ > 0 satisfying Bδ(ξ) ⊆ U . Thus, for each x ∈ M ∩ Bδ(ξ), we
have f(x) ∈ Bǫ(η), showing the continuity of f in ξ. As ξ was arbitrary, f is continuous.

“(ii) ⇔ (iii)”: C ⊆ Y is closed if, and only if, Y \ C is open. Since f−1(Y \ C) =
M \ f−1(C), one has that f−1(C) is closed in M if, and only if, f−1(Y \ C) is open in
M . Thus, the preimage of all closed subsets of Y is a closed subset in M if, and only if,
the preimage of all open subsets of Y is an open subset in M . �

As already remarked at the beginning of [Phi25, Sec. 7.2.2] in the one-dimensional
context, it is often more convenient to use sequences rather than ǫ- and δ-balls in order
to check if functions have limits or are continuous. For functions between metric spaces
(in particular, between normed spaces), it is possible to generalize [Phi25, (8.31)] and
[Phi25, Th. 7.37] to use sequences in that way:

Theorem 1.55. Let (X, dX) and (Y, dY ) be metric spaces (for example, normed spaces),
M ⊆ X, f : M −→ Y .

(a) If ξ ∈ X is a cluster point of M , then limx→ξ f(x) = η exists if, and only if, for each
sequence (xk)k∈N in M \{ξ} with limk→∞ xk = ξ, the sequence (f(xk))k∈N converges
to η ∈ Y , i.e.

lim
k→∞

xk = ξ ⇒ lim
k→∞

f(xk) = η. (1.45a)

(b) If ξ ∈M , f is continuous in ξ if, and only if, for each sequence (xk)k∈N in M with
limk→∞ xk = ξ, the sequence (f(xk))k∈N converges to f(ξ), i.e.

lim
k→∞

xk = ξ ⇒ lim
k→∞

f(xk) = f(ξ). (1.45b)

Proof. (a): First assume that limx→ξ f(x) = η exists. Moreover, assume that (xk)k∈N is
a sequence in M \ {ξ} with limk→∞ xk = ξ. For each ǫ > 0, there is δ > 0 such that
ξ 6= x ∈M and dX(x, ξ) < δ implies dY

(
f(x), η

)
< ǫ. Since limk→∞ xk = ξ, there is also



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 30

N ∈ N such that, for each k > N , dX(x
k, ξ) < δ. Thus, for each k > N , dY

(
f(xk), η

)
< ǫ,

proving limk→∞ f(xk) = η. For the converse, assume that limx→ξ f(x) = η is not true.
We have to construct a sequence (xk)k∈N inM \{ξ} with limk→∞ xk = ξ, but (f(xk))k∈N
does not converge to η. Since limx→ξ f(x) = η is not true, there must be some ǫ0 > 0 such
that, for each 1/k, k ∈ N, there is at least one ξ 6= xk ∈ M satisfying dX(x

k, ξ) < 1/k
and dY

(
f(xk), η

)
≥ ǫ0. Then (xk)k∈N is a sequence in M \ {ξ} with limk→∞ xk = ξ and

(f(xk))k∈N does not converge to η.

(b) (the proof is analogous to the proof of [Phi25, Th. 7.37]): If ξ ∈ M is not a cluster
point of M , then there is δ > 0 such that M ∩ Bδ(ξ) = {ξ} (i.e. ξ is an isolated point
of M). Then every f : M −→ Y is continuous in ξ. On the other hand, every sequence
in M converging to ξ must be finally equal to ξ, so that (1.45b) is trivially valid at ξ.
Thus, the assertion of the theorem holds if ξ ∈M is not a cluster point of M . If ξ ∈M
is a cluster point of M , then one proceeds analogous to the argument in (a): Assume
that f is continuous in ξ and (xk)k∈N is a sequence in M with limk→∞ xk = ξ. For each
ǫ > 0, there is δ > 0 such that x ∈ M and dX(x, ξ) < δ implies dY

(
f(x), f(ξ)

)
< ǫ.

Since limk→∞ xk = ξ, there is also N ∈ N such that, for each k > N , dX(x
k, ξ) < δ.

Thus, for each k > N , dY
(
f(xk), f(ξ)

)
< ǫ, proving limk→∞ f(xk) = f(ξ). Conversely,

assume that f is not continuous in ξ. We have to construct a sequence (xk)k∈N in M
with limk→∞ xk = ξ, but (f(xk))k∈N does not converge to f(ξ). Since f is not continuous
in ξ, there must be some ǫ0 > 0 such that, for each 1/k, k ∈ N, there is at least one
xk ∈M satisfying dX(x

k, ξ) < 1/k and dY
(
f(xk), f(ξ)

)
≥ ǫ0. Then (xk)k∈N is a sequence

in M with limk→∞ xk = ξ and (f(xk))k∈N does not converge to f(ξ). �

Example 1.56. (a) Constant functions are always continuous.

(b) If (zk)k∈N is a sequence in Kn, n ∈ N, such that limk→∞ zk = z ∈ Kn, then Th.
1.12 implies that limk→∞ zkj = zj for each j ∈ {1, . . . , n}. Thus, according to Th.
1.55(b), all the projections πj : K

n −→ K, πj(z1, . . . , zn) := zj are continuous.

Definition 1.57. If X is a metric space, M ⊆ X, and f : M −→ Kn, n ∈ N. then the
functions f1 : M −→ K, . . . , fn : M −→ K, such that f(x) = (f1(x), . . . , fn(x)) are
called the coordinate functions of f .

Theorem 1.58. If X is a metric space, M ⊆ X, ξ ∈ M , and f : M −→ Kn, n ∈ N,
then the following statements (i) – (iii) are equivalent:

(i) The function f is continuous at ξ.

(ii) All the coordinate functions f1, . . . , fn are continuous at ξ.

(iii) Both the real and the imaginary part of each coordinate function are continuous at
ξ, i.e. the real-valued functions Re f1, Im f1, . . . ,Re fn, Im fn all are continuous at
ξ.
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Proof. The equivalences

(i)
Th. 1.55(b)⇔ ∀

(xk)k∈N in M

(

lim
k→∞

xk = ξ ⇒ lim
k→∞

f(xk) = f(ξ)
)

Th. 1.12⇔ ∀
(xk)k∈N in M

(

lim
k→∞

xk = ξ ⇒ ∀
j∈{1,...,n}

lim
k→∞

fj(x
k) = fj(ξ)

)

Th. 1.55(b)⇔ (ii)

[Phi25, (7.2)]⇔ ∀
(xk)k∈N in M

(

lim
k→∞

xk = ξ ⇒ ∀
j∈{1,...,n}

(

lim
k→∞

Re fj(x
k) = Re fj(ξ)

∧ lim
k→∞

Im fj(x
k) = Im fj(ξ)

))

Th. 1.55(b)⇔ (iii)

prove the theorem. �

Remark 1.59. Let X 6= ∅ be an arbitrary nonempty set, f, g : X −→ K, and λ ∈ K.
In [Phi25, Not. 6.2], we defined the functions f + g, λf , fg, f/g, |f |, and, for K = R,
also max(f, g), min(f, g), f+, f−. If Y is an arbitrary vector space over K and f, g :
X −→ Y , then we can generalize the definition of f + g and λf by letting

(f + g) : X −→ Y, (f + g)(x) := f(x) + g(x), (1.46a)

(λf) : X −→ Y, (λf)(x) := λf(x). (1.46b)

It turns out that this makes the set of functions from X into Y , F(X, Y ), into a vector
space over K with zero element f ≡ 0 (cf. Ex. A.2(c)). Finally, for f : X −→ Cn,
f(x) = (f1(x), . . . , fn(x)), n ∈ N, we define

Re f : X −→ Rn, Re f(x) := (Re f1(x), . . . ,Re fn(x)), (1.47a)

Im f : X −→ Rn, Im f(x) := (Im f1(x), . . . , Im fn(x)), (1.47b)

f̄ : X −→ Cn, f̄(x) := (f1(x), . . . , fn(x)), (1.47c)

such that

f = Re f + i Im f, (1.48a)

f̄ = Re f − i Im f. (1.48b)

Lemma 1.60. Let (X, ‖ · ‖) be a normed vector space, and let (xk)k∈N and (yk)k∈N be
sequences in X with limk→∞ xk = x ∈ X and limk→∞ yk = y ∈ X. Then the following
holds:

lim
k→∞

(xk + yk) = x+ y, (1.49a)

lim
k→∞

(λxk) = λx for each λ ∈ K. (1.49b)
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Proof. Since limk→∞ ‖xk − x‖ = 0 and limk→∞ ‖yk − y‖ = 0, it follows from ‖xk + yk −
x− y‖ ≤ ‖xk − x‖+ ‖yk − y‖ that also limk→∞ ‖xk + yk − x− y‖ = 0. For each λ ∈ K,
one has limk→∞ ‖λxk − λx‖ = limk→∞(|λ| ‖xk − x‖) = |λ| limk→∞ ‖xk − x‖ = 0. �

Theorem 1.61. Let X be a metric space (e.g. a normed space), Y is a normed vector
space, and assume that f, g : X −→ Y are continuous in ξ ∈ X. Then f + g and λf
are continuous in ξ for each λ ∈ K (in particular, C(X, Y ) constitutes a subspace of the
vector space F(X, Y ) over K). Moreover, if Y = Cn, n ∈ N, then Re f , Im f , and f̄ are
all continuous in ξ; if Y = K, then fg, f/g for g 6= 0, and |f | are all continuous in ξ;
if Y = R, then max(f, g), min(f, g), f+, and f− are all continuous in ξ as well.

Proof. Let (xk)k∈N be a sequence inX such that limk→∞ xk = ξ. Then the continuity of f
and g in ξ yields limk→∞ f(xk) = f(ξ) and limk→∞ g(xk) = g(ξ). Lemma 1.60 then yields
limk→∞(f+g)(xk) = (f+g)(ξ) and limk→∞(λf)(xk) = (λf)(ξ). For Y = Cn, n ∈ N, Th.
1.12 together with [Phi25, (7.2)] and [Phi25, (7.11f)] shows limk→∞Re f(xk) = Re f(ξ),
limk→∞ Im f(xk) = Im f(ξ), and limk→∞ f̄(xk) = f̄(ξ), providing the continuity of Re f ,
Im f , and f̄ at ξ. For Y = K, the rules for the limits of sequences in K [Phi25, Th.
7.13(a)] yield limk→∞(fg)(xk) = (fg)(ξ), limk→∞(f/g)(xk) = (f/g)(ξ) for g 6= 0, and
limk→∞ |f |(xk) = |f |(ξ). This provides the continuity of f+g, λf , fg, f/g, and |f | at ξ.
Moreover, for Y = R, [Phi25, Th. 7.13(b)] implies limk→∞max(f, g)(xk) = max(f, g)(ξ)
and limk→∞min(f, g)(xk) = min(f, g)(ξ), proving the continuity of max(f, g), min(f, g),
f+, and f− at ξ. �

Example 1.62. Each K-linear function A : Kn −→ Km, (n,m) ∈ N2, is continuous:
Using the standard unit vectors ej, for each z ∈ Kn, one has A(z) = A(

∑n
j=1 zjej) =

∑n
j=1 zjA(ej). Thus, one can build A by summing the functions Aj : Kn −→ Km,

Aj(z) := zjA(ej) for each j ∈ {1, . . . , n}. Since limk→∞ zk = z implies limk→∞ zkj = zj ,
which implies limk→∞ zkjA(ej) = zjA(ej), all Aj are continuous, and, thusA is continuous
by Th. 1.61.

Theorem 1.63. Let (X, dX), (Y, dY ), (Z, dZ) be metric spaces (for example, normed
spaces), Df ⊆ X, f : Df −→ Y , Dg ⊆ Y , g : Dg −→ Z, f(Df ) ⊆ Dg. If f is
continuous in ξ ∈ Df and g is continuous in f(ξ) ∈ Dg, then g ◦ f : Df −→ Z is
continuous in ξ. In consequence, if f and g are both continuous, then the composition
g ◦ f is also continuous.

Proof. Let ξ ∈ Df and assume that f is continuous in ξ and g is continuous in f(ξ).
If (xk)k∈N is a sequence in Df such that limk→∞ xk = ξ, then the continuity of f in
ξ implies that limk→∞ f(xk) = f(ξ). Then the continuity of g in f(ξ) implies that
limk→∞ g(f(xk)) = g(f(ξ)), thereby establishing the continuity of g ◦ f in ξ. �
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Example 1.64. The function f : R+ × C −→ C, f(x, z) := xz = exp(z ln x), is
continuous: With the projections π1, π2 : C

2 −→ C, we can write f = exp ◦(π2(ln ◦π1))
(note π1 is R

+-valued on R+ ×C). Since π1 and π2 are continuous by Example 1.56(b),
ln ◦π1 is continuous by Th. 1.63 and π2(ln ◦π1) is continuous by Th. 1.61. Finally,
f = exp ◦(π2(ln ◦π1)) is continuous by Th. 1.63.

—

In [Phi25, Ex. 7.40(b),(c)], we had shown that 1-dimensional polynomials and rational
functions are continuous (where they are defined). We will now extend [Phi25, Ex.
7.40(b),(c)] to n-dimensional polynomials and rational functions:

Definition 1.65. Let n ∈ N. An element p = (p1, . . . , pn) ∈ (N0)
n is called a multi-

index; |p| := p1+ · · ·+pn is called the degree of the multi-index. If x = (x1, . . . , xn) ∈ Kn

and p = (p1, . . . , pn) is a multi-index, then we define

xp := xp11 x
p2
2 · · · xpnn . (1.50)

Each function from Kn into K, x 7→ xp, is called a monomial; the degree of p is called
the degree of the monomial. A function P from Kn into K is called a polynomial if, and
only if, it is a linear combination of monomials, i.e. if, and only if P has the form

P : Kn −→ K, P (x) =
∑

|p|≤k

apx
p, k ∈ N0, ap ∈ K. (1.51)

The degree of P , still denoted deg(P ), is the largest number d ≤ k such that there is p
with |p| = d and ap 6= 0. If all ap = 0, i.e. if P ≡ 0, then P is the (n-dimensional) zero
polynomial and, as for n = 1, its degree is defined to be −1. A rational function is once
again a quotient of two polynomials.

Example 1.66. Writing x, y, z instead of x1, x2, x3, xy
3z, x2y2, x2y, x2, y, 1 are exam-

ples of monomials of degree 5, 4, 3, 2, 1, and 0, respectively, P (x, y) := 5x2y−3x2+y−1
and Q(x, y, z) := xy3z − 2x2y2 + 1 are polynomials of degree 3 and 5, respectively,
and P (x, y)/Q(x, y, z) is a rational function defined for each (x, y, z) ∈ K3 such that
Q(x, y, z) 6= 0.

Theorem 1.67. Each polynomial P : Kn −→ K, n ∈ N, is continuous and each rational
function P/Q is continuous at each z ∈ Kn such that Q(z) 6= 0.

Proof. Let

P : Kn −→ K, P (z) =
∑

|p|≤k

apz
p, k ∈ N0, p = (p1, . . . , pn) ∈ (N0)

n,

|p| = p1 + · · ·+ pn, zp = zp11 z
p2
2 · · · zpnn , ap ∈ K.
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First, from Ex. 1.56(b), we know that the projections πj : Kn −→ K, πj(z) := zj ,
j ∈ {1, . . . , n}, are continuous. An induction and Th. 1.61 then show the monomials
z 7→ apz

p to be continuous, and another induction then shows P to be continuous.
Applying Th. 1.61 once more finally shows that each rational function P/Q is continuous
at each z ∈ Kn such that Q(z) 6= 0. �

Example 1.68. For n ∈ N, recall the notion of an n×n matrix over K (see App. A.3),
and note that the set M(n,K) of n×n matrices over K is nothing but Kn2

and, thus, can
be considered as a normed vector space in the usual way. Also recall the determinant
function det : M(n,K) −→ K (see App. A.4).

(a) According to (A.82), the determinant det is a polynomial on M(n,K) (i.e. on Kn2

),
i.e. det is continuous as a consequence of Th. 1.67.

(b) According to Th. A.49(a), A ∈ M(n,K) is invertible if, and only if, det(A) 6= 0.
Using (a) and Th. 1.54(ii), this implies that GL(n,K) := det−1(K \ {0}) is an open
subset of M(n,K) (in Linear Algebra, GL(n,K) is known as the general linear
group of degree n over K). Moreover, we claim the map

inv : GL(n,K) −→ GL(n,K), inv(A) := A−1,

is continuous: Indeed, according to Th. A.52(c), all the coordinate maps invkl (i.e.
the entries of the inverse matrix) are rational functions on M(n,K) (i.e. on Kn2

),
i.e. they are continuous as a consequence of Th. 1.67, i.e. inv is continuous by Th.
1.58(ii).

Theorem 1.69. For a K-linear function A : X −→ Y between normed vector spaces
(X, ‖ · ‖X) and (Y, ‖ · ‖Y ) over K, the following statements are equivalent:

(i) A is continuous.

(ii) There exists ξ ∈ X such that A is continuous in ξ.

(iii) A is Lipschitz continuous.

Proof. (iii) implies (i) according to Lem. 1.51, (i) trivially implies (ii), and it merely
remains to show that (ii) implies (iii). To that end, let ξ ∈ X such that A is continuous in
ξ. Thus, for each ǫ >, there is δ > 0 such that ‖x−ξ‖X < δ implies ‖A(x)−A(ξ)‖Y < ǫ.
As A is linear, for each x ∈ X with ‖x‖X < δ, one has ‖A(x)‖Y = ‖A(x+ξ)−A(ξ)‖Y < ǫ,
due to ‖x+ξ−ξ‖X = ‖x‖X < δ. Moreover, one has ‖(δx)/2‖X ≤ δ/2 < δ for each x ∈ X
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with ‖x‖X ≤ 1. Letting L := 2ǫ/δ, this means that ‖A(x)‖Y = ‖A((δx)/2)‖Y /(δ/2) <
2ǫ/δ = L for each x ∈ X with ‖x‖X ≤ 1. Thus, for each x, y ∈ X with x 6= y, one has

‖A(x)−A(y)‖Y = ‖A(x− y)‖Y = ‖x− y‖X
∥
∥
∥
∥
A

(
x− y

‖x− y‖X

)∥
∥
∥
∥
Y

≤ L ‖x− y‖X . (1.52)

Since (1.52) is trivially true for x = y, this shows that A is Lipschitz continuous. �

We will now see two examples that show that, in contrast to linear maps between
finite-dimensional spaces as considered in Example 1.62 above, linear maps between
infinite-dimensional spaces can be discontinuous.

Example 1.70. (a) Once again, consider the spaceX from Example 1.39(b) consisting
of all sequences in K that are finally constant and equal to zero, endowed with the
norm ‖ · ‖sup. The function

A : X −→ K, A
(
(zn)n∈N

)
:=

∞∑

n=1

zn, (1.53)

is clearly linear. However, we will see that A is not continuous: The sequence
(zk)k∈N defined by

zkn :=

{

1/k for 1 ≤ n ≤ k,

0 for n > k,
(1.54)

converges to 0 = (0, 0, . . . ) ∈ X with respect to ‖ · ‖sup. However, for each k ∈ N,

A(zk) =
∑k

n=1(1/k) = 1, i.e. limk→∞A(zk) = 1 6= 0 = A(0), showing that A is not
continuous at 0.

(b) Let X be the normed vector space consisting of all bounded and differentiable
functions f : R −→ R, endowed with the sup-norm. Then the function d : X −→
R, d(f) := f ′(0), is linear, but not continuous (exercise).

—

A notion related to, but different from, continuity is componentwise continuity (see Def.
1.71). Both notions have to be distinguished carefully, as componentwise continuity
does not imply continuity (see Example 1.73).

Definition 1.71. Let (Y, d) be a metric space and let ζ = (ζ1, . . . , ζn) ∈ Kn, n ∈ N.
A function f : Kn −→ Y is called continuous in ζ with respect to the jth component,
j ∈ {1, . . . , n}, if, and only if, the function

φ : K −→ Y, φ(α) := f(ζ1, . . . , ζj−1, α, ζj+1, . . . , ζn), (1.55)

is continuous in α = ζj.



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 36

Lemma 1.72. Let (Y, d) be a metric space and let ζ = (ζ1, . . . , ζn) ∈ Kn, n ∈ N. If f
is continuous in ζ, then f is continuous in ζ with respect to all components.

Proof. Let j ∈ {1, . . . , n} and let (αk)k∈N be a sequence in K with limk→∞ αk = ζj. Then
(zk)k∈N with zk := (ζ1, . . . , ζj−1, αk, ζj+1, . . . , ζn) is a sequence in Kn with limk→∞ zk = ζ.
Thus, the continuity of f yields limk→∞ f(zk) = f(ζ). If φ is defined as in (1.55), then
φ(αk) = f(zk), showing limk→∞ φ(αk) = f(ζ) = φ(ζj), i.e. φ is continuous in ζj. We
have, hence, shown, for each j ∈ {1, . . . , n}, that f is continuous in ζ with respect to
the jth component. �

Example 1.73. A function can be continuous with respect to all components at a point
ζ without being continuous at ζ: Consider the function

f : K2 −→ K, f(z, w) :=

{

0 for zw = 0,

1 for zw 6= 0.
(1.56)

Let φ1, φ2 : K −→ K, φ1(α) := f(α, 0), φ2(α) := f(0, α). Then both φ1 and φ2 are
identically 0 and, in particular, continuous at α = 0. However, f is not continuous at
(0, 0), since, for example,

(zk, wk) :=

{

(1/k, 0) for k even,

(1/k, 1/k) for k odd
(1.57)

yields a sequence that converges to (0, 0), but f(zk, wk) = 0 if k is even and f(zk, wk) = 1
if k is odd, i.e. the sequence (f(zk, wk))k∈N does not converge.

1.6 Convex Functions and Norms on Kn

Even though convex functions are an important topic in their own right, here the main
motivation is to provide a proof for the so-called Minkowski inequality, i.e. for the
triangle inequality of the p-norm on Kn, defined by ‖z‖p := (

∑n
j=1 |zj|p)1/p.

The idea is to call a function f : I −→ R (where I ⊆ R is an interval) convex if, and
only if, each line segment connecting two points on the graph of f lies above this graph,
and to call f concave if, and only if, each such line segment lies below the graph of f .
Noting that, for x1 < x2, the line through the two points (x1, f(x1)) and (x2, f(x2)) is
represented by the equation

L(x) =
x2 − x

x2 − x1
f(x1) +

x− x1
x2 − x1

f(x2), (1.58)

this leads to the following definition:
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Definition 1.74. Let I ⊆ R be an interval (I can be open, closed, or half-open, it can
be for finite or of infinite length) and f : I −→ R. Then f is called convex if, and only
if, for each x1, x, x2 ∈ I such that x1 < x < x2, one has

f(x) ≤ x2 − x

x2 − x1
f(x1) +

x− x1
x2 − x1

f(x2); (1.59a)

f is called concave if, and only if, for each x1, x, x2 ∈ I such that x1 < x < x2, one has

f(x) ≥ x2 − x

x2 − x1
f(x1) +

x− x1
x2 − x1

f(x2). (1.59b)

Moreover, f is called strictly convex (resp. strictly concave) if, and only if, (1.59a) (resp.
(1.59b)) always holds with strict inequality.

Lemma 1.75. Let I ⊆ R be an interval. Then f : I −→ R is (strictly) concave if, and
only if, −f is (strictly) convex.

Proof. Merely multiply (1.59b) by (−1) and compare with (1.59a). �

The following Prop. 1.76 provides equivalences for convexity. One can easily obtain the
corresponding equivalences for concavity by combining Prop. 1.76 with Lem. 1.75.

Proposition 1.76. Let I ⊆ R be an interval and f : I −→ R. Then the following
statements are equivalent:

(i) f is (strictly) convex.

(ii) For each a, b ∈ I such that a 6= b and each λ ∈]0, 1[, the following estimate holds
(with strict inequality):

f
(
λa+ (1− λ)b

)
≤ λf(a) + (1− λ)f(b). (1.60)

(iii) For each x1, x, x2 ∈ I such that x1 < x < x2, one has (with strict inequality)

f(x)− f(x1)

x− x1
≤ f(x2)− f(x)

x2 − x
. (1.61)

(iv) For each x1, x, x2 ∈ I such that x1 < x < x2, one has (with strict inequality)

f(x)− f(x1)

x− x1
≤ f(x2)− f(x1)

x2 − x1
≤ f(x2)− f(x)

x2 − x
. (1.62)
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Proof. (i) ⇔ (ii): Given x1, x, x2 ∈ I with x1 < x < x2, let λ := (x2 − x)/(x2 − x1).
Then 0 < λ < 1 as well as

λx1 + (1− λ)x2 =
x1(x2 − x)

x2 − x1
+ x2

(
x2 − x1
x2 − x1

− x2 − x

x2 − x1

)

=
x1(x2 − x) + x2(x− x1)

x2 − x1

=
x(x2 − x1)

x2 − x1
= x. (1.63)

Letting a := x1 and b := x2, this shows that (1.60) implies (1.59a). Conversely, given
a, b ∈ I with a 6= b, let x1 := min{a, b}, x2 := max{a, b}. If 0 < λ < 1, then, letting
x := λa+ (1− λ)b, note that

x1 = λx1 + (1− λ)x1 < λa+ (1− λ)b = x < λx2 + (1− λ)x2 = x2. (1.64)

Then

a = x2 ⇒ x2 − x

x2 − x1
=

(1− λ)(a− b)

x2 − x1
= 1− λ,

x− x1
x2 − x1

= λ, (1.65a)

a = x1 ⇒ x2 − x

x2 − x1
=
λ(b− a)

x2 − x1
= λ,

x− x1
x2 − x1

= 1− λ. (1.65b)

Thus, in each case,

x2 − x

x2 − x1
f(x1) +

x− x1
x2 − x1

f(x2) = λf(a) + (1− λ)f(b), (1.66)

i.e. (1.59a) implies (1.60).

(i) ⇔ (iii): By definition, convexity of f is equivalent to the validity of (1.59a) for each
x1, x, x2 ∈ I such that x1 < x < x2. Multiplying (1.59a) with the positive number
x2 − x1 shows its equivalence with

(
(x2 − x) + (x− x1)

)
f(x) ≤ (x2 − x)f(x1) + (x− x1)f(x2), (1.67a)

which, in turn, is equivalent to

(x2 − x)
(
f(x)− f(x1)

)
≤ (x− x1)

(
f(x2)− f(x)

)
, (1.67b)

which, after division by the positive number (x2 − x)(x− x1) is equivalent to (1.61).

(iv) ⇒ (iii): Clear, since (1.62) trivially implies (1.61).

(i) ⇒ (iv): (1.59a) implies

f(x)− f(x1) ≤
(

1− x− x1
x2 − x1

)

f(x1)− f(x1)+
x− x1
x2 − x1

f(x2) =
x− x1
x2 − x1

(
f(x2)− f(x1)

)
,
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i.e. the left-hand inequality of (1.62). Analogously, (1.59a) also implies

f(x2)− f(x) ≥ f(x2)−
x2 − x

x2 − x1
f(x1)−

(

1− x2 − x

x2 − x1

)

f(x2) =
x2 − x

x2 − x1

(
f(x2)− f(x1)

)

i.e. the right-hand inequality of (1.62). �

Example 1.77. Since |λx + (1− λ)y| ≤ λ|x| + (1− λ)|y| for each 0 < λ < 1 and each
x, y ∈ R, the absolute value function is convex. This example also shows that a convex
function does not need to be differentiable.

—

For differentiable functions, one can formulate convexity criteria in terms of the deriva-
tive:

Proposition 1.78. Let a < b, and suppose that f : [a, b] −→ R is continuous on [a, b]
and differentiable on ]a, b[. Then f is (strictly) convex (resp. (strictly) concave) on [a, b]
if, and only if, the derivative f ′ is (strictly) increasing (resp. (strictly) decreasing) on
]a, b[.

Proof. Since (−f)′ = −f ′ and −f ′ is (strictly) increasing if, and only if, f ′ is (strictly)
decreasing, it suffices to consider the (strictly) convex case. So assume that f is (strictly)
convex. Then for each x1, x, x0, y, x2 ∈]a, b[ such that x1 < x < x0 < y < x2, applying
Prop. 1.76(iv), one has (with strict inequalities),

f(x)− f(x1)

x− x1
≤ f(x0)− f(x1)

x0 − x1
≤ f(x2)− f(x1)

x2 − x1
≤ f(x2)− f(y)

x2 − y
. (1.68)

Thus,

f ′(x1) = lim
x↓x1

f(x)− f(x1)

x− x1
≤ f(x0)− f(x1)

x0 − x1

(∗)

≤ f(x2)− f(x1)

x2 − x1

≤ lim
y↑x2

f(x2)− f(y)

x2 − y
= f ′(x2) (1.69)

(where the inequality at (∗) is strict if it is strict in (1.68)), showing that f ′ is (strictly)
increasing on ]a, b[. On the other hand, if f ′ is (strictly) increasing on ]a, b[, then for
each x1, x, x2 ∈ [a, b] such that x1 < x < x2, the mean value theorem [Phi25, Th. 9.17]
yields ξ1 ∈]x1, x[ and ξ2 ∈]x, x2[ such that

f(x)− f(x1)

x− x1
= f ′(ξ1) and

f(x2)− f(x)

x2 − x
= f ′(ξ2). (1.70)

As ξ1 < ξ2 and f ′ is (strictly) increasing, (1.70) implies (1.61) (with strict inequality)
and, thus, the (strict) convexity of f . �
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Proposition 1.79. Let a < b, and suppose that f : [a, b] −→ R is continuous on [a, b]
and twice differentiable on ]a, b[.

(a) f is convex (resp. concave) on [a, b] if, and only if, f ′′ ≥ 0 (resp. f ′′ ≤ 0) on ]a, b[.

(b) If f ′′ > 0 (resp. f ′′ < 0) on ]a, b[, then f is strictly convex (resp. strictly concave)
(as a caveat we remark that, here, the converse does not hold – for example x 7→ x4

is strictly convex, but its second derivative x 7→ 12x2 is 0 at x = 0).

Proof. Since −f ′′ ≥ 0 if, and only if f ′′ ≤ 0; and −f ′′ > 0 if, and only if f ′′ < 0, if
suffices to consider the convex cases. Moreover, for (a), one merely has to combine Prop.
1.78 with the fact that f ′ is increasing on ]a, b[ if, and only if, f ′′ ≥ 0 on ]a, b[. For (b),
we proceed by contraposition and assume that f is not strictly convex. Then there are
x1, x, x2 ∈ [a, b] such that x1 < x < x2 and (1.59a) holds with ≥. Then the argument
that shows that (1.59a) implies (1.61) also shows that (1.59a) with ≥ implies

f(x)− f(x1)

x− x1
≥ f(x2)− f(x)

x2 − x
. (1.71)

As in Prop. 1.78, the mean value theorem [Phi25, Th. 9.17] yields ξ1 ∈]x1, x[ and ξ2 ∈
]x, x2[ such that (1.70) holds. Together with (1.71), one obtains f ′(ξ1) ≥ f ′(ξ2), i.e. f

′

is not strictly increasing, i.e. f ′′ > 0 does not hold everywhere on ]a, b[. �

Example 1.80. (a) Since for f : R −→ R, f(x) = ex, it is f ′′(x) = ex > 0, the
exponential function is strictly convex on R.

(b) Since for f : R+ −→ R, f(x) = ln x, it is f ′′(x) = −1/x2 < 0, the natural logarithm
is strictly concave on R+.

Theorem 1.81 (Jensen’s inequality). Let I ⊆ R be an interval and let f : I −→ R be
convex. If n ∈ N and λ1, . . . , λn > 0 such that λ1 + · · ·+ λn = 1, then

∀
x1,...,xn∈I

f(λ1x1 + · · ·+ λnxn) ≤ λ1f(x1) + · · ·+ λnf(xn). (1.72a)

If f is concave, then

∀
x1,...,xn∈I

f(λ1x1 + · · ·+ λnxn) ≥ λ1f(x1) + · · ·+ λnf(xn). (1.72b)

If f is strictly convex or strictly concave, then equality in the above inequalities can only
hold if x1 = · · · = xn.
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Proof. If one lets a := min{x1, . . . , xn}, b := max{x1, . . . , xn}, and x̄ := λ1x1+· · ·+λnxn,
then

a =
n∑

j=1

λj a ≤ x̄ ≤
n∑

j=1

λj b = b ⇒ x̄ ∈ I. (1.73)

Since f is (strictly) concave if, and only if, −f is (strictly) convex, it suffices to consider
the cases where f is convex and where f is strictly convex. Thus, we assume that f is
convex and prove (1.72a) by induction. For n = 1, one has λ1 = 1 and there is nothing
to prove. For n = 2, (1.72a) reduces to (1.60), which holds due to the convexity of f .
Finally, let n > 2 and assume that (1.72a) already holds for each 1 ≤ l ≤ n− 1. Set

λ := λ1 + · · ·+ λn−1, x :=
λ1
λ
x1 + · · ·+ λn−1

λ
xn−1. (1.74)

Then x ∈ I follows as in (1.73). One computes

f(λ1x1 + · · ·+ λnxn) = f

(
n−1∑

j=1

λjxj + λnxn

)

= f(λx+ λnxn)

l=2

≤ λf(x) + λnf(xn)
l=n−1

≤ λ
n−1∑

j=1

λj
λ
f(xj) + λnf(xn)

= λ1f(x1) + · · ·+ λnf(xn), (1.75)

thereby completing the induction, and, thus, the proof of (1.72a). If f is strictly convex
and (1.72a) holds with equality, then one can also proceed by induction to prove the
equality of the xj. Again, if n = 1, then there is nothing to prove. If n = 2, and x1 6= x2,
then strict convexity requires (1.72a) to hold with strict inequality. Thus x1 = x2. Now
let n > 2. It is noted that (1.75) still holds. By hypothesis, the first and last term
in (1.75) are now equal, implying that all terms in (1.75) must be equal. Using the
induction hypothesis for l = 2 and the corresponding equality in (1.75), we conclude
that x = xn. Using the induction hypothesis for l = n−1 and the corresponding equality
in (1.75), we conclude that x1 = · · · = xn−1. Finally, x = xn and x1 = · · · = xn−1 are
combined using (1.74) to get x1 = xn, finishing the proof of the theorem. �

Theorem 1.82 (Inequality Between the Weighted Arithmetic Mean and the Weighted
Geometric Mean). If n ∈ N, x1, . . . , xn ≥ 0 and λ1, . . . , λn > 0 such that λ1+· · ·+λn = 1,
then

xλ1

1 · · · xλn

n ≤ λ1x1 + · · ·+ λnxn, (1.76)

where equality occurs if, and only if, x1 = · · · = xn. In particular, for λ1 = · · · = λn =
1
n
, one recovers the inequality between the arithmetic and the geometric mean without

weights, known from [Phi25, Th. 7.63].
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Proof. If at least one of the xj is 0, then (1.76) becomes the true statement 0 ≤
∑n

j=1 λjxj with strict inequality if, and only if, at least one xj > 0. Thus, it remains
to consider the case x1, . . . , xn > 0. As we noted in Ex. 1.80(b), the natural logarithm
ln : R+ −→ R is concave and even strictly concave. Employing Jensen’s inequality
(1.72b) yields

ln(λ1x1 + · · ·+ λnxn) ≥ λ1 ln x1 + · · ·+ λn ln xn = ln(xλ1

1 · · · xλn

n ). (1.77)

Applying the exponential function to both sides of (1.77), one obtains (1.76). Since
(1.77) is equivalent to (1.76), the strict concavity of ln yields that equality in (1.77)
implies x1 = · · · = xn. �

Definition 1.83. For n ∈ N, p ∈ [1,∞[, the function

‖ · ‖p : Kn −→ R+
0 , ‖x‖p :=

(
n∑

j=1

|xj|p
)1/p

, (1.78)

is called the p-norm on Kn (that the p-norm is, indeed, a norm is the result formulated
as Cor. 1.86 below).

Theorem 1.84 (Hölder inequality). If n ∈ N and p, q > 1 such that 1
p
+ 1

q
= 1, then

|a · b| ≤ ‖a‖p‖b‖q for each a, b ∈ Kn. (1.79)

Proof. If a = 0 or b = 0, then there is nothing to prove. So let a 6= 0 and b 6= 0.
For each j ∈ {1, . . . , n}, apply (1.76) with λ1 = 1/p, λ2 = 1/q, x1 = |aj|p/‖a‖pp and
x2 = |bj|q/‖b‖qq, to get

|aj||bj|
‖a‖p‖b‖q

≤ 1

p

|aj|p
‖a‖pp

+
1

q

|bj|q
‖b‖qq

. (1.80a)

Summing (1.80a) over j ∈ {1, . . . , n} yields 1 on the right-hand side, and, thus,

|a · b| =
∣
∣
∣
∣
∣

n∑

j=1

aj b̄j

∣
∣
∣
∣
∣
≤

n∑

j=1

|aj| |bj|
summed (1.80a)

≤ ‖a‖p‖b‖q, (1.80b)

proving (1.79). �

Theorem 1.85 (Minkowski inequality). For each p ≥ 1, z, w ∈ Kn, n ∈ N, one has

‖z + w‖p ≤ ‖z‖p + ‖w‖p. (1.81)



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 43

Proof. For p = 1, (1.81) follows directly from the triangle inequality for the absolute
value in K. It remains to consider the case p > 1. In that case, define q := p/(p − 1),
i.e. 1/p + 1/q = 1. Also define a ∈ Rn by letting aj := |zj + wj|p−1 ∈ R+

0 for each
j ∈ {1, . . . , n}, and notice

|zj + wj|p = |zj + wj| aj ≤ |zj| aj + |wj| aj. (1.82a)

Summing (1.82a) over j ∈ {1, . . . , n} and applying the Hölder inequality (1.79), one
obtains

‖z + w‖pp ≤ (|z1|, . . . , |zn|) · a+ (|w1|, . . . , |wn|) · a ≤ ‖z‖p‖a‖q + ‖w‖p‖a‖q. (1.82b)

As q(p− 1) = p, it is aqj = |zj + wj|p, and, thus

‖a‖q =
(

n∑

j=1

|zj + wj|p
) 1

p

p

q

= ‖z + w‖p−1
p , (1.82c)

where p/q = p − 1 was used in the last step. Finally, combining (1.82b) with (1.82c)
yields (1.81). �

Corollary 1.86. For each n ∈ N, p ∈ [1,∞[, the p-norm on Kn constitutes, indeed, a
norm on Kn.

Proof. If z = 0, then ‖z‖p = 0 follows directly from (1.78). If z 6= 0, then there is
j ∈ {1, . . . , n} such that |zj| > 0. Then (1.78) provides ‖z‖p ≥ |zj| > 0. If λ ∈ K

and z ∈ Kn, then ‖λz‖p = (
∑n

j=1 |λzj|p)1/p = (|λ|p∑n
j=1 |zj|p)1/p = |λ|‖z‖p. The proof

is concluded by noticing that the triangle inequality is the same as the Minkowski
inequality (1.81). �

1.7 Inner Products and Hilbert Space

Definition 1.87. Let X be a vector space over K. A function 〈·, ·〉 : X × X −→ K

is called an inner product or a scalar product on X if, and only if, the following three
conditions are satisfied:

(i) 〈x, x〉 ∈ R+ for each 0 6= x ∈ X.

(ii) 〈λx + µy, z〉 = λ〈x, z〉 + µ〈y, z〉 for each x, y, z ∈ X and each λ, µ ∈ K (i.e. an
inner product is K-linear in its first argument).

(iii) 〈x, y〉 = 〈y, x〉 for each x, y ∈ X (i.e. an inner product is conjugate-symmetric,
even symmetric for K = R).
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Lemma 1.88. For each inner product 〈·, ·〉 on a vector space X over K, the following
formulas are valid:

(a) 〈x, λy + µz〉 = λ̄〈x, y〉 + µ̄〈x, z〉 for each x, y, z ∈ X and each λ, µ ∈ K, i.e. 〈·, ·〉
is conjugate-linear (also called antilinear) in its second argument, even linear for
K = R. Together with Def. 1.87(ii), this means that 〈·, ·〉 is a sesquilinear form,
even a bilinear form for K = R.

(b) 〈0, x〉 = 〈x, 0〉 = 0 for each x ∈ X.

Proof. (a): One computes, for each x, y, z ∈ X and each λ, µ ∈ K,

〈x, λy + µz〉 Def. 1.87(iii)
= 〈λy + µz, x〉 Def. 1.87(ii)

= λ〈y, x〉+ µ〈z, x〉
= λ̄ 〈y, x〉+ µ̄ 〈z, x〉 Def. 1.87(iii)

= λ̄〈x, y〉+ µ̄〈x, z〉. (1.83a)

(b): One computes, for each x ∈ X,

〈x, 0〉 Def. 1.87(iii)
= 〈0, x〉 = 〈0x, x〉 Def. 1.87(ii)

= 0〈x, x〉 = 0, (1.83b)

thereby completing the proof of the lemma. �

Theorem 1.89. The following Cauchy-Schwarz inequality (1.84) holds for each inner
product 〈·, ·〉 on a vector space X over K:

|〈x, y〉| ≤ ‖x‖ ‖y‖ for each x, y ∈ X, (1.84)

where
‖x‖ :=

√

〈x, x〉, ‖y‖ :=
√

〈y, y〉. (1.85)

Moreover, equality in (1.84) holds if, and only if, x and y are linearly dependent, i.e. if,
and only if, y = 0 or there exists λ ∈ K such that x = λy.

Proof. If y = 0, then it is immediate that both sides of (1.84) vanish. If x = λy with

λ ∈ K, then |〈x, y〉| = |λ〈y, y〉| = |λ|‖y‖2 =
√

λλ̄〈y, y〉‖y‖ = ‖x‖ ‖y‖, showing that
(1.84) holds with equality. If x and y are not linearly independent, then y 6= 0 and
x− λy 6= 0 for each λ ∈ K, i.e.

0 < 〈x− λy, x− λy〉 = 〈x, x− λy〉 − λ〈y, x− λy〉
= 〈x, x〉 − λ̄〈x, y〉 − λ〈y, x〉+ λλ̄〈y, y〉 = ‖x‖2 − λ̄〈x, y〉 − λ 〈x, y〉+ |λ|2‖y‖2. (1.86)
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Since (1.86) is valid for each λ ∈ K, one can set λ := 〈x, y〉/‖y‖2 (using y 6= 0) to get

0 < ‖x‖2 − 2 〈x, y〉 〈x, y〉
‖y‖2 +

〈x, y〉 〈x, y〉
‖y‖2 =

‖x‖2‖y‖2 − 〈x, y〉 〈x, y〉
‖y‖2 , (1.87)

or 〈x, y〉 〈x, y〉 < ‖x‖2‖y‖2. Finally, taking the square root on both sides shows that
(1.84) holds with strict inequality. �

Proposition 1.90. If X is a vector space over K with an inner product 〈·, ·〉, then the
map

‖ · ‖ : X −→ R+
0 , ‖x‖ :=

√

〈x, x〉, (1.88)

defines a norm on X. One calls this the norm induced by the inner product.

Proof. If x = 0, then 〈x, x〉 = 0 and ‖x‖ = 0 as well. Conversely, if x 6= 0, then
〈x, x〉 > 0 and ‖x‖ > 0 as well, showing that ‖ · ‖ is positive definite. For λ ∈ K

and x ∈ X, one has ‖λx‖ =
√

λλ̄〈x, x〉 =
√

|λ|2〈x, x〉 = |λ|‖x‖, showing that ‖ · ‖ is
homogeneous of degree 1. Finally, if x, y ∈ X, then

‖x+ y‖2 = 〈x+ y, x+ y〉 = ‖x‖2 + 〈x, y〉+ 〈y, x〉+ ‖y‖2
(1.84)

≤ ‖x‖2 + 2‖x‖ ‖y‖+ ‖y‖2 =
(
‖x‖+ ‖y‖

)2
, (1.89)

establishing that ‖ ·‖ satisfies the triangle inequality. In conclusion, we have shown that
‖ · ‖ constitutes a norm on X. �

Definition 1.91. Let X be a vector space over K. If 〈·, ·〉 is an inner product on X,
then

(
X, 〈·, ·〉

)
is called an inner product space or a pre-Hilbert space. An inner product

space is called a Hilbert space if, and only if, (X, ‖·‖) is a Banach space, where ‖·‖ is the
induced norm, i.e. ‖x‖ :=

√

〈x, x〉. Frequently, the inner product on X is understood
and X itself is referred to as an inner product space or Hilbert space.

Example 1.92. We now come back to the space Kn, n ∈ N, with the inner product
defined by (1.1c) and the length (norm) defined by (1.1d). Let us verify that (1.1c),
indeed, defines an inner product in the sense of Def. 1.87: If z 6= 0, then there is
j0 ∈ {1, . . . , n} such that zj0 6= 0. Thus, z · z =

∑n
j=1 |zj|2 ≥ |zj0|2 > 0, i.e. Def. 1.87(i)

is satisfied. Next, let z, w, u ∈ Kn and λ, µ ∈ K. One computes

(λz+µw) ·u =
n∑

j=1

(λzj +µwj)ūj =
n∑

j=1

λzjūj +
n∑

j=1

µwjūj = λ(z ·u)+µ(w ·u), (1.90a)

i.e. Def. 1.87(ii) is satisfied. For Def. 1.87(iii), merely note that

z · w =
n∑

j=1

zjw̄j =
n∑

j=1

wj z̄j = w · z. (1.90b)
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Hence, we have shown that (1.1c) defines an inner product according to Def. 1.87. Since
the norm defined by (1.1d) is the same as the norm induced by the inner product, this
also proves the triangle inequality of Lem. 1.3(c). Due to Th. 1.16(a), the norm of (1.1d)
is complete, i.e. Kn with the norm of (1.1d) is a Banach space and Kn with the inner
product of (1.1c) is a Hilbert space.

Definition 1.93. If
(
X, 〈·, ·〉

)
is an inner product space, then x, y ∈ X are called

orthogonal or perpendicular (denoted x ⊥ y) if, and only if, 〈x, y〉 = 0. A unit vector is
x ∈ X such that ‖x‖ = 1, where ‖ · ‖ is the induced norm. An orthogonal system is a
family (xα)α∈I , x

α ∈ X, I being some index set, such that 〈xα, xβ〉 = 0 for each α, β ∈ I
with α 6= β. An orthogonal system is called an orthonormal system if, and only if, it
consists entirely of unit vectors.

Remark 1.94. If
(
X, 〈·, ·〉

)
is an inner product space, then one has Pythagoras’ theorem,

namely that for each x, y ∈ X with x ⊥ y:

‖x+ y‖2 = ‖x‖2 + 〈x, y〉+ 〈y, x〉+ ‖y‖2 = ‖x‖2 + ‖y‖2. (1.91)

1.8 Equivalence of Metrics and Equivalence of Norms

Now that we have seen an uncountable number of different norms on Kn (namely the
p-norms of Def. 1.83), it is an important result that they all generate the same open sets
(and, thus, the same notions of convergence) on Kn – all norms on Kn are equivalent.
Before we can state and prove this result in Th. 1.97, we have to introduce the notion
of equivalence for metrics and norms. We will also see that, even though all norms on
Kn are equivalent, norms on other normed vector spaces are not necessarily equivalent
(see Example 1.100 below).

Definition 1.95. (a) Let d1 and d2 be metrics on a set X. Then d1 and d2 are said
to be equivalent if, and only if, both metrics generate precisely the same open sets,
i.e. if, and only if, for each A ⊆ X, the following holds:

A is d1-open ⇔ A is d2-open. (1.92)

(b) Let ‖ · ‖1 and ‖ · ‖2 be norms on a vector space X over K. Then ‖ · ‖1 and ‖ · ‖2 are
said to be equivalent if, and only if, there exist positive constants α, β ∈ R+ such
that

α‖x‖1 ≤ ‖x‖2 ≤ β‖x‖1 for each x ∈ X. (1.93)

Proposition 1.96. Let ‖ · ‖1 and ‖ · ‖2 be norms on a vector space X over K, and let
d1 and d2 be the respective induced metrics on X. Then ‖ · ‖1 and ‖ · ‖2 are equivalent
norms if, and only if, d1 and d2 are equivalent metrics.



1 BASIC TOPOLOGICAL NOTIONS IN METRIC SPACES 47

Proof. If X = {0}, then there is nothing to show. Thus, assume that there exists some
x ∈ X \ {0}.
First, assume (1.93) holds, i.e. the norms are equivalent. If A ⊆ X ı́s open with respect
to d1 and x ∈ A, then there exists ǫ > 0 such that Bǫ,d1(x) ⊆ A. Thus, for each
y ∈ Bδ,d2(x) satisfying δ := αǫ, one obtains

d1(x, y) ≤
1

α
‖x− y‖2 <

δ

α
= ǫ,

showing Bδ,d2(x) ⊆ Bǫ,d1(x) ⊆ A and that A ⊆ X is d2-open. Now assume A ⊆ X to
be open with respect to d2. If x ∈ A, then there exists ǫ > 0 such that Bǫ,d2(x) ⊆ A.
Then, for each y ∈ Bδ,d1(x) with δ := ǫ/β, it holds that

d2(x, y) ≤ β ‖x− y‖1 < βδ = ǫ,

showing Bδ,d1(x) ⊆ Bǫ,d2(x) ⊆ A. Hence, A ⊆ X is d1-open.

So far, we have proved that the validity of (1.93) implies that A is d1-open if, and only
if, A is d2-open (i.e. d1 and d2 are equivalent).

Conversely, assume that the induced metrics d1 and d2 are equivalent. According to
Def. 1.95(a), 0 ∈ X has to be a d1-interior point of both the open d1-ball B1,d1(0) and
the open d2-ball B1,d2(0). Moreover, 0 also has to be a d2-interior point of both open
balls. We claim that the set M :=

{
‖x‖2 : ‖x‖1 = 1

}
⊆ R+

0 is bounded. Proceeding
by contraposition, assume that M is unbounded (from above, as it is always bounded
from below by 0). Then there exists a sequence (xk)k∈N such that ‖xk‖1 = 1 for each
k ∈ N and limk→∞ ‖xk‖2 = ∞. Define ηk := ‖xk‖2 and yk := xk/ηk (note ηk 6= 0,
since ‖xk‖1 = 1). Then ‖yk‖2 = 1 for each k ∈ N. Moreover, ‖yk‖1 = 1/ηk, showing
limk→∞ d1(0, y

k) = limk→∞ ‖yk‖1 = 0. Thus, for each ǫ > 0, Bǫ,d1(0) contains elements
yk with ‖yk‖2 = 1, i.e. 0 is not a d1-interior point of B1,d2(0). Thus, if 0 is a d1-interior
point of B1,d2(0), then M must be bounded. Letting

β := sup
{
‖x‖2 : ‖x‖1 = 1

}
∈ R+

(indeed, β > 0, as ‖x‖1 = 1 implies x 6= 0 and ‖x‖2 > 0), one has

∀
x∈X\{0}

‖x‖2 =
∥
∥
∥
∥
‖x‖1

x

‖x‖1

∥
∥
∥
∥
2

≤ β ‖x‖1.

We have therefore found a constant β > 0 such that the corresponding part of (1.93) is
satisfied. One can now proceed completely analogously to show that the hypothesis of 0
being a d2-interior point of B1,d1(0) implies that the set

{
‖x‖1 : ‖x‖2 = 1

}
is bounded

and
γ := sup

{
‖x‖1 : ‖x‖2 = 1

}
∈ R+
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satisfies ‖x‖1 ≤ γ‖x‖2 for each x ∈ X. Finally, letting α := γ−1 completes the proof of
the equivalence of ‖ · ‖1 and ‖ · ‖2. �

Theorem 1.97. All norms on Kn, n ∈ N, are equivalent.

Proof. It suffices to show that every norm on Kn is equivalent to the 2-norm on Kn. So
let ‖ · ‖2 denote the 2-norm on Kn and let ‖ · ‖ denote an arbitrary norm on Kn. We
recall the standard unit vectors ej from (1.3) as well as that every z ∈ Kn can be written
as z =

∑n
j=1 zjej. Moreover, the 2-norm satisfies the Cauchy-Schwarz inequality (1.84),

which can be exploited to get

‖z‖ =

∥
∥
∥
∥
∥

n∑

j=1

zjej

∥
∥
∥
∥
∥
≤

n∑

j=1

|zj|‖ej‖ =
(
|z1|, . . . , |zn|

)
·
(
‖e1‖, . . . , ‖en‖

)

(1.84)

≤ ‖z‖2
∥
∥
(
‖e1‖, . . . , ‖en‖

)∥
∥
2
, (1.94)

that means, with β :=
√∑n

j=1 ‖ej‖2 > 0,

‖z‖ ≤ β‖z‖2 for each z ∈ Kn. (1.95)

We claim that there is also α > 0 such that

α‖z‖2 ≤ ‖z‖ for each z ∈ Kn. (1.96)

Seeking a contradiction, assume that there is no α > 0 satisfying (1.96). Then there
is a sequence (zk)k∈N in Kn such that, for each k ∈ N, 1

k
‖zk‖2 > ‖zk‖. Letting wk :=

zk/‖zk‖2, one gets 1
k
‖wk‖2 > ‖wk‖ and ‖wk‖2 = 1 for each k ∈ N. The Bolzano-

Weierstrass Th. 1.16(b) yields a subsequence (uk)k∈N of (wk)k∈N that converges with
respect to ‖ · ‖2 to some u ∈ Kn. As each norm is continuous according to Lem. 1.40(b),
the convergence uk → u with respect to ‖ · ‖2 implies ‖u‖2 = limk→∞ ‖uk‖2 = 1, and, in
particular, u 6= 0. On the other hand, using (1.95), one has ‖uk−u‖ ≤ β‖uk−u‖2 → 0,
i.e. (uk)k∈N also converges to u with respect to ‖ · ‖. Then the continuity of ‖ · ‖ yields
‖u‖ = limk→∞ ‖uk‖ ≤ limk→∞

1
k
‖uk‖2 = limk→∞

1
k
= 0, i.e. u = 0 in a contradiction

to u 6= 0. Thus, the assumption that there is no α > 0 satisfying (1.96) must have
been wrong, i.e. (1.96) must hold for some α > 0. The proof is concluded by the
observation that (1.95) together with (1.96) is precisely the statement that ‖ · ‖2 and
‖ · ‖ are equivalent. �

Caveat 1.98. Even though it follows from Th. 1.97 and Prop. 1.96 that all metrics on
Kn induced by norms on Kn are equivalent, there exist nonequivalent metrics on Kn

(examples?).
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Proposition 1.99. For metrics d1 and d2 on a set X, the following two statements are
equivalent:

(i) d1 and d2 are equivalent.

(ii) Every sequence (xk)k∈N in X converges with respect to d1 if, and only if, it converges
with respect to d2.

In consequence, the analogous result also holds for two norms on a real vector space.

Proof. “(i) ⇒ (ii)”: Suppose d1 and d2 are equivalent. Suppose (xk)k∈N converges to
x ∈ X with respect to d1. Let ǫ > 0. Since Bǫ,d2(x) is d2-open and since d1 and d2 are
equivalent, Bǫ,d2(x) is also d1-open. Thus, there is δ > 0 such that Bδ,d1(x) ⊆ Bǫ,d2(x).
By Lem. 1.37, there is N ∈ N such that, for each k > N , xk ∈ Bδ,d1(x) ⊆ Bǫ,d2(x).
Thus, again by Lem. 1.37, (xk)k∈N converges to x ∈ X with respect to d2. An analogous
argument shows that, if (xk)k∈N converges to x ∈ X with respect to d2, then (xk)k∈N
converges to x ∈ X with respect to d1.

“(ii) ⇒ (i)”: Suppose O ⊆ X is d1-open. If x ∈ O and x, then, due to Lem. 1.31,
x is in the d2-interior of O, x is in the d2-boundary of O, or x is in the d2-interior of
X \ O. The last case can not occur, as x is not in X \ O. We also need to exclude
the case that x is in the d2-boundary of O: Suppose it were. Then, for each k ∈ N,
there is xk ∈ B 1

k
,d2
(x) ∩ (X \ O). Thus, d2(x

k, x) → 0 for k → ∞. Then, by the

hypothesis, also d1(x
k, x) → 0. As x is a d1-interior point of O, there is ǫ > 0 such that

Bǫ,d1(x) ⊆ O. Then d1(x
k, x) → 0 implies that xk ∈ Bǫ,d1(x) ⊆ O for sufficiently large

k, in contradiction to xk ∈ X \ O. This contradiction excludes the case that x is in
the d2-boundary of O. It only remains that x is a d2-interior point of O. Since x was
arbitrary, O is d2-open. Interchanging the roles of d1 and d2 in the previous argument,
one sees that each d2-open set is also d1-open, completing the proof that d1 and d2 are
equivalent. �

The following Ex. 1.100 shows that, in general, there can be norms on a real vector
space X that are not equivalent.

Example 1.100. As in Examples 1.39(b) and 1.70(a) before, let X be vector space over
K, consisting of the sequences in K that are finally constant and equal to zero. Then

∥
∥(zn)n∈N

∥
∥
1
:=

∞∑

n=1

|zn| and (1.97a)

∥
∥(zn)n∈N

∥
∥
sup

:= max
{
|zn| : n ∈ N

}
(1.97b)
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define norms on X (‖·‖sup is the same norm that was considered in the earlier examples).
As was already observed in Example 1.70(a), the sequence (zk)k∈N in X defined by

zkn :=

{

1/k for 1 ≤ n ≤ k,

0 for n > k,
(1.98)

converges to (0, 0, . . . ) ∈ X with respect to ‖ · ‖sup; however, the sequence does not
converge in X with respect to ‖ · ‖1 (exercise). Then Prop. 1.99 implies that ‖ · ‖1 and
‖ · ‖sup are not equivalent.

2 Differential Calculus in Rn

2.1 Partial Derivatives and Gradients

The goal of the following is to generalize the notion of derivative from one-dimensional
functions to functions f : G −→ K, where G ⊆ Rn with n ∈ N. Later we will also allow
functions with values in Km. For ξ ∈ G, G ⊆ Rn, we will define a function f : G −→ K

to have a so-called partial derivative (or just partial for short) at ξ with respect to the
variable xj if, and only if, the one-dimensional function that results from keeping all but
the jth variable fixed, namely

xj 7→ φ(xj) := f(ξ1, . . . , ξj−1, xj, ξj+1, . . . , ξn),

is differentiable at xj = ξj in the usual sense for one-dimensional functions. The partial
derivative of f at ξ with respect to xj is then identified with φ′(ξj). This leads to the
following definition:

Definition 2.1. Let G ⊆ Rn, n ∈ N, f : G −→ K, ξ ∈ G, j ∈ {1, . . . , n}. If there is
ǫ > 0 such that ξ + hej ∈ G for each h ∈]− ǫ, ǫ[ (this condition is trivially satisfied if ξ
is an interior point of G), then f is said to have a partial derivative at ξ with respect to
the variable xj (or a jth partial for short) if, and only if, the limit

lim
h→0

f(ξ + hej)− f(ξ)

h

(

0 6= h ∈]− ǫ, ǫ[
)

(2.1)

exists in K. In that case, the limit is defined to the jth partial of f at ξ and it is denoted
with one of the symbols

∂jf(ξ), ∂xj
f(ξ),

∂f(ξ)

∂xj
, fxj

(ξ), Djf(ξ).
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If ξ is a boundary point of G and there is ǫ > 0 such that, for each h ∈]0, ǫ[, ξ+hej ∈ G
and ξ− hej /∈ G (resp. ξ− hej ∈ G and ξ+ hej /∈ G), then, instead of the limit in (2.1),
one uses the one-sided limit

lim
h↓0

f(ξ + hej)− f(ξ)

h

(

resp. lim
h↑0

f(ξ + hej)− f(ξ)

h

)

(2.2)

in the above definition of the jth partial at ξ. If all the partials of f exist in ξ, then the
vector

∇ f(ξ) :=
(
∂1f(ξ), . . . , ∂nf(ξ)

)
(2.3)

is called the gradient of f at ξ (the symbol ∇ is called nabla, the corresponding operator
is sometimes called del). It is customary to consider the gradient as a row vector. If the
jth partial ∂jf(ξ) exists for each ξ ∈ G, then the function

∂jf : G −→ K, ξ 7→ ∂jf(ξ), (2.4)

is also called the jth partial of f .

Example 2.2. The following example shows that, in general, the existence of partial
derivatives does not imply continuity: Consider the function

f : R2 −→ R, f(x, y) :=

{
xy

x2+y2
for (x, y) 6= (0, 0),

0 for (x, y) = (0, 0).

Using the quotient rule for (x, y) 6= (0, 0) and the fact that f(x, 0) = f(0, y) = 0 for all
(x, y) ∈ R2, one obtains

∇ f : R2 −→ R2, ∇ f(x, y) =

{(
y(y2−x2)
(x2+y2)2

, x(x2−y2)
(x2+y2)2

)

for (x, y) 6= (0, 0),

(0, 0) for (x, y) = (0, 0).

In particular, both partials ∂xf and ∂yf exist everywhere in R2. However, f is not
continuous in (0, 0): For k ∈ N, let xk := (1/k), yk := (1/k). Then limk→∞(xk, yk) =
(0, 0), but

f(xk, yk) =
1
k2

1
k2

+ 1
k2

=
1

2

for each k ∈ N. In particular, limk→∞ f(xk, yk) =
1
2
6= 0 = f(0, 0), showing that f is not

continuous in (0, 0).

Remark 2.3. The problem in Example 2.2 is the discontinuity of the partials in (0, 0).
We will see in Th. 2.26 below that, if all partials of f exist and are continuous in some
neighborhood of a point ξ, then f is continuous (and even differentiable) in ξ.
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2.2 The Jacobian

If f : G −→ Km, where G ⊆ Rn, then we can compute partials for each of the coordinate
functions fj of f (provided the partials exist).

Definition 2.4. Let G ⊆ Rn, f : G −→ Km, (n,m) ∈ N2, ξ ∈ G. If, for each
l ∈ {1, . . . ,m}, the coordinate function fl = πl ◦ f (recall that f = (f1, . . . , fm)) has all
partials ∂kfl at ξ, then these m · n partials form an m× n matrix, namely

Jf (ξ) :=
∂(f1, . . . , fm)

∂(x1, . . . , xn)
(ξ) :=






∂1f1(ξ) . . . ∂nf1(ξ)
...

...
∂1fm(ξ) . . . ∂nfm(ξ)




 =






∇ f1(ξ)
...

∇ fm(ξ)




 , (2.5)

called the Jacobian matrix of f at ξ. In the case that m = n, the Jacobian matrix
Jf (ξ) is quadratic and one can compute its determinant det Jf (ξ). This determinant is
then called the Jacobian determinant of f at ξ. Both the Jacobi matrix and the Jacobi
determinant are sometimes referred to as the Jacobian. One then has to determine from
the context which of the two is meant.

Remark 2.5. In many situations, it does not matter if you interpret z ∈ Kn as a column
vector or a row vector, and the same is true for the gradient. However, in the context of
matrix multiplications, it is important to work with a consistent interpretation of such
vectors. We will therefore adhere to the following agreement: In the context of matrix
multiplications, we always interpret x ∈ Rn and f(x) ∈ Km for Km-valued functions f as
column vectors, whereas we always interpret the gradients ∇ g(x) of K-valued functions
g as row vectors.

Example 2.6. (a) Let A be an m× n matrix over K,

A =






a11 . . . a1n
...

...
am1 . . . amn




 .

Then the map x 7→ Ax, A : Rn −→ Km, is R-linear for K = R, and it is the
restriction to Rn of the C-linear map A on Cn for K = C (note that, due to the
agreement from Rem. 2.5, Ax can be interpreted as a matrix multiplication in the
usual way). Thus, if we denote the coordinate functions πl◦A by Al, l ∈ {1, . . . ,m},
then Al(x) =

∑n
k=1 alkxk and ∂kAl(x) = ∂Al(x)

∂xk
= alk. Thus, JA(x) = A for each

x ∈ Rn.

(b) Consider (f, g) : R3 −→ C2, (f(x, y, z), g(x, y, z)) := (ixyz2, ix + yz). Then one
computes the following Jacobian:

J(f,g)(x, y, z) =

(
∇ f(x, y, z)
∇ g(x, y, z)

)

=

(
iyz2 ixz2 2ixyz
i z y

)

.
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(c) Consider (f, g) : R2 −→ C2, (f(x, y), g(x, y)) := (eixy, x+ 2y). Then one computes
the following Jacobian determinant:

det J(f,g)(x, y) =

∣
∣
∣
∣

iyeixy ixeixy

1 2

∣
∣
∣
∣
= i eixy (2y − x).

Remark 2.7. The linearity of forming the derivative of one-dimensional functions di-
rectly implies the linearity of forming partial derivatives, gradients, and Jacobians (pro-
vided they exist). More precisely, if G ⊆ Rn, f, g : G −→ Km, (n,m) ∈ N2, ξ ∈ G, and
λ ∈ K, then, for each (l, k) ∈ {1, . . . ,m} × {1, . . . , n},

∂k(f + g)l(ξ) = ∂kfl(ξ) + ∂kgl(ξ), ∂k(λf)l(ξ) = λ∂kfl(ξ), (2.6a)

∇(f + g)l(ξ) = ∇ fl(ξ) +∇ gl(ξ), ∇(λf)l(ξ) = λ∇ fl(ξ), (2.6b)

Jf+g(ξ) = Jf (ξ) + Jg(ξ), Jλf (ξ) = λJf (ξ), (2.6c)

where, in each case, the assumed existence of the objects on the right-hand side of the
equation implies the existence of the object on the left-hand side.

2.3 Higher Order Partials and the Spaces Ck

Partial derivatives can, in turn, have partial derivatives themselves and so on. For
example, a function f : R3 −→ K might have the following partial derivative of 6th
order: ∂1∂3∂2∂1∂2∂2f . We will see that, in general, it is important in which order the
different partial derivatives are carried out (see Example 2.9). If all partial derivatives
are continuous, then the situation is much better and the result is the same, no matter
what order is used for the partial derivatives (continuous partials commute, see Th.
2.12). We start with the definition of higher order partials:

Definition 2.8. Let G ⊆ Rn, f : G −→ K, ξ ∈ G. Fix k ∈ N. For each element p =
(p1, . . . , pk) ∈ {1, . . . , n}k, define the following partial derivative of kth order provided
that it exists:

∂pf(ξ) :=
∂kf(ξ)

∂xp1 . . . ∂xpk
:= ∂p1 . . . ∂pkf(ξ). (2.7)

One also defines f itself to be its own partial derivative of order 0. Analogous to Def. 2.4,
if f : G −→ Km, m ∈ N, then one defines the higher order partials for each coordinate
function fl, l = 1, . . . ,m, i.e. one uses fl instead of f in (2.7).

Example 2.9. The following example shows that, in general, partial derivatives do not
commute: Consider the function

f : R2 −→ R, f(x, y) :=

{
xy3

x2+y2
for (x, y) 6= (0, 0),

0 for (x, y) = (0, 0).
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Analogous to Example 2.2, using the quotient rule for (x, y) 6= (0, 0) and the fact that
f(x, 0) = f(0, y) = 0 for all (x, y) ∈ R2, one obtains

∇ f : R2 −→ R2, ∇ f(x, y) =
(
∂1f(x, y), ∂2f(x, y)

)
=
(
∂xf(x, y), ∂yf(x, y)

)

=

{(
y3(y2−x2)
(x2+y2)2

, xy2(3x2+y2)
(x2+y2)2

)

for (x, y) 6= (0, 0),

(0, 0) for (x, y) = (0, 0).

In particular, we have ∂1f(0, y) = ∂xf(0, y) = y for each y ∈ R and ∂2f(x, 0) =
∂yf(x, 0) = 0 for each x ∈ R. Thus, ∂y∂xf(0, y) ≡ 1 and ∂x∂yf(x, 0) ≡ 0. Evaluating at
(0, 0) yields ∂2∂1f(0, 0) = ∂y∂xf(0, 0) = 1 6= 0 = ∂x∂yf(0, 0) = ∂1∂2f(0, 0).

—

As in Ex. 2.2, the problem in Ex. 2.9 lies in the discontinuity of the partials in (0, 0).
As mentioned above, if all partials are continuous, then they do commute. To prove
this result is our next goal. We will accomplish this in several steps. We start with a
preparatory lemma that provides a variant of the mean value theorem in two dimensions.

Lemma 2.10. Let a, ã, b, b̃ ∈ R, a 6= ã, b 6= b̃, and consider the square I = [a, ã]× [b, b̃]
(which constitutes a closed interval in R2). Suppose f : I −→ R, (x, y) 7→ f(x, y), and
set

∆I(f) := f(ã, b̃) + f(a, b)− f(a, b̃)− f(ã, b).

If ∂xf and ∂y∂xf exist everywhere in I, then there is some point (ξ, η) ∈ I◦ (i.e. with
ξ ∈]a, ã[ and η ∈]b, b̃[), satisfying

∆I(f) = (ã− a)(b̃− b)∂y∂xf(ξ, η).

Proof. Since the function g : [a, ã] −→ R, g(x) := f(x, b̃) − f(x, b), is differentiable,
the one-dimensional mean value theorem [Phi25, Th. 9.17] yields the existence of some
ξ ∈]a, ã[ satisfying

∆I(f) = g(ã)− g(a) = (ã− a)g′(ξ) = (ã− a)
(
∂xf(ξ, b̃)− ∂xf(ξ, b)

)
. (2.8a)

Since the function G : [b, b̃] −→ R, G(y) := ∂xf(ξ, y), is differentiable, the one-
dimensional mean value theorem [Phi25, Th. 9.17] yields the existence of some η ∈]b, b̃[
satisfying

∂xf(ξ, b̃)− ∂xf(ξ, b) = G(b̃)−G(b) = (b̃− b)G′(η) = (b̃− b)∂y∂xf(ξ, η). (2.8b)

Combining (2.8a) and (2.8b) proves the lemma. �
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Theorem 2.11 (Schwarz). Let G be an open subset of R2. Suppose that f : G −→ K,
(x, y) 7→ f(x, y), has partial derivatives ∂xf , ∂yf , and ∂y∂xf everywhere in G. If ∂y∂xf
is continuous in (a, b) ∈ G, then ∂x∂yf(a, b) exists and ∂x∂yf(a, b) = ∂y∂xf(a, b) (in
particular, ∂y∂xf = ∂x∂yf if all the functions f , ∂xf , ∂yf , ∂y∂xf are continuous).

Proof. We first note that it suffices to prove the theorem for K = R, as one can then
apply the result to both Re f and Im f to obtain the caseK = C. Thus, for the remainder
of the proof, we assume f to be R-valued. Given ǫ > 0, since ∂y∂xf is continuous in
(a, b) and since G is open, there exists δ > 0 such that I := [a−δ, a+δ]×[b−δ, b+δ] ⊆ G
and

∀
(x,y)∈I

|∂y∂xf(x, y)− ∂y∂xf(a, b)| < ǫ. (2.9)

Let (h, k) ∈ R2 \ {(0, 0)} with 0 < |h|, |k| < δ. Since

f(a+ h, b+ k) + f(a, b)− f(a, b+ k)− f(a+ h, b)

hk

=
1

h

(
f(a+ h, b+ k)− f(a+ h, b)

k
− f(a, b+ k)− f(a, b)

k

)

, (2.10)

Lem. 2.10 together with (2.9) implies
∣
∣
∣
∣

1

h

(
f(a+ h, b+ k)− f(a+ h, b)

k
− f(a, b+ k)− f(a, b)

k

)

− ∂y∂xf(a, b)

∣
∣
∣
∣
< ǫ. (2.11)

Taking the limit for k → 0 in (2.11) yields
∣
∣
∣
∣

∂yf(a+ h, b)− ∂yf(a, b)

h
− ∂y∂xf(a, b)

∣
∣
∣
∣
≤ ǫ.

Since ǫ > 0 is arbitrary, we have shown ∂x∂yf(a, b) = ∂y∂xf(a, b) as desired. �

Using the combinatorial result that one can achieve an arbitrary permutation by a finite
sequence of permutations of precisely two juxtaposed elements (cf. Th. A.43(b)) one can
easily extend Th. 2.11 to partial derivatives of order k > 2.

Theorem 2.12. Let G be an open subset of Rn, n ∈ N, and let k ∈ N. Suppose that
for f : G −→ K all partial derivatives of order less than or equal to k exist in G and
are continuous in ξ ∈ G. Than the value of each partial derivative of f of order k
in ξ is independent of the order in which the individual partial derivatives are carried
out. In other words, if p = (p1, . . . , pk) ∈ {1, . . . , n}k and q = (q1, . . . , qk) ∈ {1, . . . , n}k
such that there exists a permutation (i.e. a bijective map) π : {1, . . . , k} −→ {1, . . . , k}
satisfying q = (pπ(1), . . . , pπ(k)), then ∂pf(ξ) = ∂qf(ξ). If f : G −→ Km, m ∈ N, then
the same holds with respect to each coordinate function fj of f , j ∈ {1, . . . ,m}.
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Proof. For k = 1, there is nothing to prove. So let k > 1. For l ∈ 1, . . . , k − 1,
let τl : {1, . . . , k} −→ {1, . . . , k} be the transposition that interchanges l and l + 1
and leaves all other elements fixed (i.e. τl(l) = l + 1, τl(l + 1) = l, τl(α) = α for
each α ∈ {1, . . . , k} \ {l, l + 1}) and let T := {τ1, . . . , τk−1}. Then Th. 2.11 directly
implies that the theorem holds for π = τ for each τ ∈ T . For a general permutation
π : {1, . . . , k} −→ {1, . . . , k}, the abovementioned combinatorial result provides a finite
sequence (τ 1, . . . , τN), N ∈ N, of elements of T such that π = τN ◦ · · · ◦ τ 1. Thus,
as we already know that the theorem holds for N = 1, the case N > 1 follows by
induction. �

Now that we have seen that functions with continuous partials are particularly benign,
we introduce some special notation dedicated to such functions:

Definition 2.13. Let G ⊆ Rn, f : G −→ K, k ∈ N0. If all partials of f up to order k
exist everywhere in G, and if f and all its partials up to order k are continuous on G,
then f is said to be of class Ck (one also says that f has continuous partials up to order
k). The set of all K-valued functions of class Ck is denoted by Ck(G,K) (in particular,
C0(G,K) = C(G,K)). If f has continuous partials of all orders, than f is said to be of
class C∞, i.e. C∞(G,K) :=

⋂∞
k=0C

k(G,K). For R-valued functions, we introduce the
shorter notation Ck(G) := Ck(G,R) for each k ∈ N0 ∪ {∞}. Finally, for f : G −→ Km,
we say that f is of class Ck if, and only if, each coordinate function fj, j ∈ {1, . . . ,m},
is of class Ck. The set of all such functions is denoted by Ck(G,Km).

Notation 2.14. For two vectors u = (u1, u2, u3) ∈ K3, v = (v1, v2, v3) ∈ K3, the cross
product is an element of K3 defined as follows:

u× v :=
(

u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1

)

. (2.12)

Definition 2.15. Let G ⊆ Rn, n ∈ N, ξ ∈ G.

(a) If f : G −→ Kn and the partials ∂jfj(ξ) exist for each j ∈ {1, . . . , n}, then the
divergence of f in ξ is defined as

div f(ξ) :=
n∑

j=1

∂jfj(ξ) =
∂f1(ξ)

∂x1
+ · · ·+ ∂fn(ξ)

∂xn
. (2.13)

If div f(ξ) exists for all ξ ∈ G, then div f : G −→ K. Sometimes, one defines the del
operator ∇ = (∂1, . . . , ∂n) and then writes div f = ∇ ·f , using the analogue between
(2.13) and the definition of the Euclidean scalar product. Also note that div f(ξ)
is precisely the trace of the corresponding Jacobi matrix, div f(ξ) = tr Jf (ξ).
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(b) If f : G −→ K has second-order partials at ξ, then one defines the Laplacian (also
known as the Laplace operator) of f in ξ by

∆f(ξ) := div∇ f(ξ) =
n∑

j=1

∂j∂jf(ξ) = ∂21f(ξ) + · · ·+ ∂2nf(ξ). (2.14)

If ∆f(ξ) exists for all ξ ∈ G, then ∆f : G −→ K.

(c) If n = 3 and f : G −→ K3 has first-order partials at ξ, then one defines the curl of
f in ξ by

curl f(ξ) :=
(
∂2f3(ξ)− ∂3f2(ξ), ∂3f1(ξ)− ∂1f3(ξ), ∂1f2(ξ)− ∂2f1(ξ)

)

=

(
∂f3(ξ)

∂x2
− ∂f2(ξ)

∂x3
,
∂f1(ξ)

∂x3
− ∂f3(ξ)

∂x1
,
∂f2(ξ)

∂x1
− ∂f1(ξ)

∂x2

)

. (2.15)

If curl f(ξ) exists for all ξ ∈ G, then curl f : G −→ K3. Again, one sometimes
defines the del operator ∇ = (∂1, ∂2, ∂3) and then writes curl f = ∇×f , using the
analogue between (2.15) and the definition of the cross product or two vectors in
K3.

Proposition 2.16. Let G ⊆ R3, let f : G −→ K be a scalar-valued function and let
v : G −→ K3 be a vector-valued function.

(a) If ξ ∈ G is such that f and v have all partials of first order at ξ, then

curl(fv)(ξ) = f(ξ) curl v(ξ) +∇ f(ξ)× v(ξ).

(b) If G is open and f ∈ C2(G,K), then curl∇ f vanishes identically on G, i.e.

curl∇ f ≡ 0.

(c) If G is open and v ∈ C2(G,K3), then div curl v vanishes identically on G, i.e.

div curl v ≡ 0.

Proof. Exercise. �
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2.4 Interlude: Graphical Representation in Two Dimensions

In this section, we will briefly address the problem of drawing graphs of functions f :
Df −→ R with Df ⊆ R2. If the function f is sufficiently benign (for example, if
f ∈ C1(R2)), then the graph of f , namely the set {(x, y, z) ∈ R3 : (x, y) ∈ Df , z =
f(x, y)} ⊆ R3 will represent a two-dimensional surface in the three-dimensional space
R3. The two most important methods for depicting the graph of f as a picture in a
two-dimensional plane (such as a sheet of paper or a board) are:

(a) The use of perspective.

(b) The use of level sets, in particular, level curves (also known as contour lines).

The Use of Perspective

Nowadays, this is most effectively accomplished by the use of computer graphics soft-
ware. Widely used programs include commercial software such as MATLAB and Math-
ematica as well as the noncommercial software Gnuplot.

The Use of Level Sets

By a level set or an isolevel, we mean a set of the form f−1{C} = {(x, y) ∈ Df : f(x, y) =
C} with C ∈ R. If f−1{C} constitutes a curve in R2, then we speak of a level curve or a
contour line. Representation of functions depending on two variables by contour lines is
well-known from everyday live. For example, contour lines are used to depict the height
above sea level on hiking maps; on meteorological maps, isobars and isotherms are used
to depict levels of equal pressure and equal temperature, respectively. Determining
level sets and contour lines can be difficult, and the appropriate method depends on the
function under consideration. In some cases, it is possible to determine the contour line
corresponding to the level C ∈ f(Df ) by solving the equation C = f(x, y) for y (the
difficulty is that an explicit solution of this equation can not always be found). The
following Example 2.17 provides some cases, where C = f(x, y) can be solved explicitly:

Example 2.17. (a) For f : R2 −→ R, f(x, y) := x2 + y2, and C ∈ R+
0 , one has

|y| =
√
C − x2 for −

√
C ≤ x ≤

√
C.

(b) For f : R2 −→ R, f(x, y) := xy, and C ∈ R, one has

y =
C

x
for x 6= 0.
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For C = 0, one actually gets x = 0 or y = 0, which provides one additional contour
line.

—

In some cases, it helps to write C = f(x, y) in polar coordinates (here, we will not
pursue this further, as we did not discuss polar coordinates).

In general, the question if C = f(x, y) can be solved for y (or x) is related to the
implicit function [Phi16a, Th. 4.47]. Here, let us briefly discuss another method for
the determination of contour lines which makes use of ordinary differential equations
(ODE): Let a < 0 < b and consider the path

φ :]a, b[−→ R2, φ(t) := (x(t), y(t)) (2.16)

as well as the function h :]a, b[−→ R, h = f ◦ φ. We need the derivative of h. However,
to fully understand the following formula (2.17), you will have to wait until we have
discussed the chain rule (2.36) in Sec. 2.6 below. If φ and f are differentiable (see Def.
2.19 in Sec. 2.5 below), then the chain rule of Th. 2.28 below yields that h is differentiable
with

h′(t) = ∂1f
(
x(t), y(t)

)
x′(t) + ∂2f

(
x(t), y(t)

)
y′(t). (2.17)

If h′ ≡ 0, then h is constant according to [Phi25, Cor. 9.18(b)], i.e. h(t) = f
(
x(t), y(t)

)

= C ∈ R for each t ∈]a, b[, i.e. f is constant with value C along the curve φ. Thus, if
h is constant, then φ represents a contour line of f . A sufficient condition for h to be
constant is the existence of some function λ :]a, b[×Df −→ R such that

x′(t) = λ
(
t, x(t), y(t)

)
∂2f
(
x(t), y(t)

)
and y′(t) = −λ

(
t, x(t), y(t)

)
∂1f
(
x(t), y(t)

)

(2.18)
as one immediately verifies by plugging (2.18) into (2.17). For given λ, (2.18) constitutes
a system of two ODE for the functions t 7→ x(t) and t 7→ y(t). One has the freedom
to choose λ such that the system of ODE becomes as simple as possible (note that the
choice λ ≡ 0 is not useful as, in this case, φ represents a point rather than a curve).
To determine the contour line through a given point (x0, y0) ∈ Df , one has to solve
an initial value problem that consists of the system of ODE (2.18) completed with the
initial condition

x(0) = x0, y(0) = y0. (2.19)

The following example shows a case, where one can exploit this method to determine
contour lines:

Example 2.18. Consider

f : R2 \ {(0, 0)} −→ R, f(x, y) :=
xy

x2 + y2
. (2.20)
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From Example 2.2, we already know that ∇ f(x, y) =
(

y(y2−x2)
(x2+y2)2

, x(x2−y2)
(x2+y2)2

)

. Choosing

λ(t, x, y) := (x2+y2)2

x2−y2
for x2 6= y2, we get from (2.18):

x′(t) = x(t) and y′(t) = y(t). (2.21)

This system of ODE together with the initial conditions (2.19) is solved by

x(t) = x0 e
t and y(t) = y0 e

t. (2.22)

This clearly represents the ray which originates from (0, 0) and passes through the point
(x0, y0). Thus, these rays are the contour lines of f (i.e. f is constant along each ray).
Note that we did not get any information on the behavior of f along the diagonals,
where y = ±x. However, in that case, ∇ f(x, y) = 0, such that (2.17) yields h′ ≡ 0 also
on the diagonals, which, thus, turn out to be contour lines as well.

2.5 The Total Derivative and the Notion of Differentiability

Roughly, a function f : G −→ Rm, G ⊆ Rn, will be called differentiable if, locally, it can
be approximated by an affine function, i.e., if, for each ξ ∈ G, there exists an R-linear
function L(ξ) such that f(ξ + h) ≈ f(ξ) + L(h) for sufficiently small h ∈ Rn.

Analogous to the treatment in the one-dimensional situation in [Phi25, Sec. 9], we will
also consider Cm-valued functions and call them differentiable if, and only if, both Rm-
valued functions Re f and Im f are differentiable. Also as in [Phi25, Sec. 9], in this class,
we will not study complex differentiability, which would mean locally approximating
functions f : G −→ Cm, G ⊆ Cn, by C-linear (more precisely, by C-affine) functions.
While the theory of complex differentiability has many similarities with the theory of
real differentiability, there are also many significant differences, and it would take us too
far afield to pursue this route, called the field of (multidimensional) complex analysis,
in this class.

Definition 2.19. Let G be an open subset of Rn, n ∈ N, f : G −→ Rm, m ∈ N,
ξ ∈ G. Then f is called differentiable in ξ if, and only if, there exists a linear map
L : Rn −→ Rm such that

lim
h→0

f(ξ + h)− f(ξ)− L(h)

‖h‖2
= 0. (2.23a)

Note that, in general, L will depend on ξ. If f is differentiable in ξ, then L is called the
total derivative or the total differential of f in ξ. In that case, one writes Df(ξ) instead
of L.



2 DIFFERENTIAL CALCULUS IN RN 61

We call f : G −→ Cm differentiable in ξ if, and only if, both Re f and Im f are
differentiable in ξ in the above sense. If f is differentiable in ξ, define Df(ξ) :=
DRe f(ξ) + iD Im f(ξ) to be the total derivative or the total differential of f in ξ.
It is then an easy exercise to show

lim
h→0

f(ξ + h)− f(ξ)−Df(ξ)(h)

‖h‖2
= 0. (2.23b)

Finally, f is called differentiable if, and only if, f is differentiable in every ξ ∈ G.

Remark 2.20. (a) As the set G ⊆ Rn in Def. 2.19 is open, it is guaranteed that
ξ + h ∈ G for ‖h‖2 sufficiently small: There exists ǫ > 0 such that ‖h‖2 < ǫ implies
ξ + h ∈ G.

(b) As all norms on Rn are equivalent, instead of the Euclidean norm ‖ · ‖2, one can
use any other norm on Rn in (2.23a) without changing the definition.

Lemma 2.21. Let G be an open subset of Rn, n ∈ N, ξ ∈ G. Then f : G −→ Rm,
m ∈ N, is differentiable in ξ if, and only if, there exists a linear map L : Rn −→ Rm

and another (not necessarily linear) map r : Rn −→ Rm such that

f(ξ + h)− f(ξ) = L(h) + r(h) (2.24a)

for each h ∈ Rn with sufficiently small ‖h‖2, and

lim
h→0

r(h)

‖h‖2
= 0. (2.24b)

Proof. Suppose L, r are as above and satisfy (2.24). Then, for each 0 6= h ∈ Rn with
sufficiently small ‖h‖2, it holds that

f(ξ + h)− f(ξ)− L(h)

‖h‖2
=
r(h)

‖h‖2
. (2.25)

Thus, (2.24b) implies (2.23a), showing that f is differentiable. Conversely, if f is differ-
entiable in ξ, then there exists a linear map L : Rn −→ Rm satisfying (2.23a). Choose
ǫ > 0 such that Bǫ,‖·‖2(ξ) ⊆ G and define

r : Rn −→ Rm, r(h) :=

{

f(ξ + h)− f(ξ)− L(h) for ξ + h ∈ Bǫ,‖·‖2(ξ),

0 otherwise.
(2.26)

Then (2.24a) is immediate. Since (2.25) also holds, (2.23a) implies (2.24b). �
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Theorem 2.22. Let G be an open subset of Rn, n ∈ N, ξ ∈ G. If f : G −→ K is
differentiable in ξ, then f is continuous in ξ, all partials at ξ, i.e. ∂jf(ξ), j ∈ {1, . . . , n},
exist, and Df(ξ) = ∇ f(ξ) (that means, for each h = (h1, . . . , hn) ∈ Rn, one has
Df(ξ)(h) = ∇ f(ξ)h =

∑n
j=1 ∂jf(ξ)hj). In particular, Df(ξ) is unique and, hence,

well-defined.

Proof. Assume f is differentiable in ξ. We first consider the case K = R. Let the
linear map L : Rn −→ R and r : Rn −→ R be as in Lem. 2.21. We already know
from Example 1.62 that each linear map from Rn into R is continuous. In particular,
L must be continuous. Now let (xk)k∈N be a sequence in G that converges to ξ, i.e.
limk→∞ ‖xk − ξ‖2 = 0. Then (hk)k∈N with hk := xk − ξ constitutes a sequence in Rn

such that limk→∞ ‖hk‖2 = 0. Note that (2.24b) implies that 0 ≤ |r(h)| < ‖h‖2 for
‖h‖2 sufficiently small. Thus, limk→∞ ‖hk‖2 = 0 implies limk→∞ |r(hk)| = 0. As the
continuity of L also yields limk→∞ |L(hk)| = 0, (2.24a) provides

lim
k→∞

∣
∣f(xk)− f(ξ)

∣
∣ = lim

k→∞

∣
∣f(ξ + hk)− f(ξ)

∣
∣

= lim
k→∞

∣
∣L(hk)

∣
∣+ lim

k→∞

∣
∣r(hk)

∣
∣ = 0, (2.27)

establishing the continuity of f in ξ. To see that the partials exist and that L is given
by the gradient, set lj := L(ej) for each j ∈ {1, . . . , n}. If h = tej with t ∈ R sufficiently
close to 0, than (2.24a) yields

f(ξ + tej)− f(ξ) = t lj + r(tej). (2.28)

For t 6= 0, we can divide by t. Letting t → 0, we see from (2.24b) that the right-hand
side converges to lj . But this means that the left-hand side must converge as well, and
comparing with (2.1), we see that its limit is precisely ∂jf(ξ), thereby proving lj = ∂jf(ξ)
as claimed. We now consider the case K = C. From the case K = R, we know Re f and
Im f are both continuous at ξ, such that, by Th. 1.58, f must be continuous at ξ as
well. Moreover, from the case K = R, we know ∂j Re f(ξ) and ∂j Im f(ξ) exist for each
j ∈ {1, . . . , n}. Thus, ∂jf(ξ) = ∂j Re f(ξ) + i ∂j Im f(ξ) exist as well by [Phi25, Rem.
9.2]. �

By applying Th. 2.22 to coordinate functions, we can immediately extend it to Km-
valued functions:

Corollary 2.23. Let G be an open subset of Rn, n ∈ N, ξ ∈ G. If f : G −→ Km is
differentiable in ξ, then f is continuous in ξ, all partials at ξ, i.e. ∂kfl(ξ), k ∈ {1, . . . , n},
l ∈ {1, . . . ,m}, exist, and Df(ξ) = Jf (ξ): For each h = (h1, . . . , hn) ∈ Rn, one has

Df(ξ)(h) = Jf (ξ)






h1
...
hn




 =






∇ f1(ξ)(h)
...

∇ fm(ξ)(h)




 =






∑n
k=1 ∂kf1(ξ)hk

...
∑n

k=1 ∂kfm(ξ)hk




 .
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In particular, Df(ξ) is unique and, hence, well-defined. �

Example 2.24. (a) If G ⊆ Rn, n ∈ N, is open and f : G −→ Km is constant (i.e.
there is c ∈ Km such that f(x) = c for each x ∈ G), than f is differentiable with
Df ≡ 0: It suffices to notice that, for a constant f and L ≡ 0, the numerator in
(2.23a) vanishes identically.

(b) If A : Rn −→ Rm is R-linear, then A is differentiable with DA(ξ) = A for each
ξ ∈ Rn: If ξ, h ∈ Rn, then A(ξ + h)−A(ξ)−A(h) = 0, showing that, as in (a), the
numerator in (2.23a) (with f = L = A) vanishes identically. If A : Rn −→ Cm is
the restriction of a C-linear map, then both ReA and ImA are R-linear, and the
above implies A is still differentiable with DA(ξ) = A for each ξ ∈ Rn.

(c) Let us revisit the well-known case of a differentiable one-dimensional function (cf.
[Phi25, Def. 9.1]), and compare this notion of differentiability with the more general
one of Def. 2.19. Thus, let G be an open subset of R, ξ ∈ G, and f : G −→ K. We
claim that f is differentiable at ξ in the sense of [Phi25, (9.1)] if, and only if, f is
differentiable at ξ in the sense of Def. 2.19 with

Df(ξ) : R −→ K, Df(ξ)(h) := f ′(ξ)h. (2.29)

As, in both situations, a C-valued f is differentiable at ξ if, and only if, both Re f
and Im f are differentiable at ξ, it suffices to consider K = R. Thus, let f be
R-valued. If f is differentiable at ξ as a one-dimensional function and we use the
Df(ξ) according to (2.29) for the linear map L of Def. 2.19, then we get, for each
0 6= h ∈ R sufficiently close to 0,

f(ξ + h)− f(ξ)− L(h)

‖h‖2
=
f(ξ + h)− f(ξ)− f ′(ξ)h

|h|

=

{
f(ξ+h)−f(ξ)

h
− f ′(ξ) for h > 0,

f ′(ξ)− f(ξ+h)−f(ξ)
h

for h < 0.
(2.30a)

Furthermore, f ′(ξ) = limh→0
f(ξ+h)−f(ξ)

h
by its definition, i.e.

lim
h→0

∣
∣
∣
∣

f(ξ + h)− f(ξ)

h
− f ′(ξ)

∣
∣
∣
∣
= 0. (2.30b)

Combining (2.30a) and (2.30b), one obtains

lim
h→0

f(ξ + h)− f(ξ)− L(h)

‖h‖2
= 0, (2.30c)
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showing that f is differentiable in ξ in the sense of Def. 2.19. Conversely, if f is
differentiable in ξ in the sense of Def. 2.19, then, according to Th. 2.22, ∂1f(ξ)
exists and Df(ξ)(h) = ∂1f(ξ)h. Thus, the one-dimensional differentiability of f at
ξ as well as (2.29) follow by noticing that the definitions of ∂1f(ξ) and of f ′(ξ) are
identical.

Proposition 2.25. Forming the total derivative is a linear operation: Let G be an open
subset of Rn, n ∈ N, ξ ∈ G.

(a) If f, g : G −→ Km, m ∈ N, are both differentiable at ξ, then f + g is differentiable
at ξ and D(f + g)(ξ) = Df(ξ) +Dg(ξ).

(b) If f : G −→ Km, m ∈ N, is differentiable at ξ and λ ∈ K, then λf is differentiable
at ξ and D(λf)(ξ) = λDf(ξ).

Proof. (a): We first consider K = R and note that, for each h ∈ Rn with 0 6= ‖h‖2
sufficiently small,

(f + g)(ξ + h)− (f + g)(ξ)−Df(ξ)(h)−Dg(ξ)(h)

‖h‖2
=
f(ξ + h)− f(ξ)−Df(ξ)(h)

‖h‖2
+
g(ξ + h)− g(ξ)−Dg(ξ)(h)

‖h‖2
. (2.31a)

Thus, if the limit limh→0 exists and equals 0 for both summands on the right-hand
side of (2.31a), then the same must be true for the left-hand side of (2.31a). The case
K = C now follows by applying the case K = R to Re(f + g) = Re f + Re g and to
Im(f + g) = Im f + Im g.

(b): Again, we consider the case K = R first. For λ ∈ R, one computes

lim
h→0

(λf)(ξ + h)− (λf)(ξ)− λDf(ξ)(h)

‖h‖2
= λ lim

h→0

f(ξ + h)− f(ξ)−Df(ξ)(h)

‖h‖2
= 0,

(2.31b)
thereby establishing the case. For K = C, one now applies the case K = R and (a) to
Re(λf) = ReλRe f − Imλ Im f and to Im(λf) = Reλ Im f + ImλRe f . �

Even though we have seen in Example 2.2 that the existence of all partial derivatives
does not even imply continuity, let alone differentiability, the next theorem and its
corollary will show that if all partial derivatives exist and are continuous, then that
does, indeed, imply differentiability.

Theorem 2.26. Let G be an open subset of Rn, n ∈ N, ξ ∈ G, and f : G −→ K. If
all partials ∂jf , j ∈ {1, . . . , n} exist everywhere in G and are continuous in ξ, then f is
differentiable in ξ, and, in particular, f is continuous in ξ.
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Proof. As usual, the case K = C follows by applying the case K = R to Re f and Im f .
We, therefore proceed to treat the case K = R. We first consider the special case where
∂jf(ξ) = 0 for each j ∈ {1, . . . , n}. In that case, we need to show

lim
h→0

f(ξ + h)− f(ξ)

‖h‖1
= 0 (2.32)

(noting that ‖ ·‖1 and ‖ ·‖2 are equivalent on Rn). Since G is open and since the ∂jf are
continuous in ξ, given ǫ > 0, there is δ > 0 such that, for each h ∈ Rn with ‖h‖1 < δ,
one has ξ + h ∈ G and

∣
∣∂jf(ξ + h)

∣
∣ < ǫ for every j ∈ {1, . . . , n}. Fix h ∈ Rn with

‖h‖1 < δ. Then

f(ξ + h)− f(ξ)

= f(ξ1 + h1, . . . , ξn−1 + hn−1, ξn + hn)− f(ξ1 + h1, . . . , ξn−1 + hn−1, ξn)

+ f(ξ1 + h1, . . . , ξn−1 + hn−1, ξn)− f(ξ1 + h1, . . . , ξn−1, ξn)

+− · · ·+ f(ξ1 + h1, ξ2, . . . , ξn)− f(ξ1, ξ2, . . . , ξn)

= f(ξ + h)− f

(

ξ +
n−1∑

k=1

hkek

)

+ f

(

ξ +
n−1∑

k=1

hkek

)

− f

(

ξ +
n−2∑

k=1

hkek

)

+− · · ·+ f(ξ + h1e1)− f(ξ)

=
n−1∑

j=0



f

(

ξ +

n−j
∑

k=1

hkek

)

− f



ξ +

n−(j+1)
∑

k=1

hkek









=
n−1∑

j=0

(
φj(hn−j)− φj(0)

)
, (2.33)

where, for each j ∈ {0, . . . , n− 1},

φj : [0, hn−j] −→ R, φj(t) := f



ξ + ten−j +

n−(j+1)
∑

k=1

hkek



 .

If hn−j = 0, then set θj := 0. Otherwise, apply the one-dimensional mean value theorem
[Phi25, Th. 9.17] to the one-dimensional function φj to get numbers θj ∈]0, hn−j[ such
that

φj(hn−j)− φj(0) = hn−j φ
′
j(θj) = hn−j ∂n−jf



ξ + θjen−j +

n−(j+1)
∑

k=1

hkek



 . (2.34)
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Combining (2.33) with (2.34) yields

f(ξ + h)− f(ξ) =
n−1∑

j=0

hn−j ∂n−jf



ξ + θjen−j +

n−(j+1)
∑

k=1

hkek



 . (2.35)

Noting that ‖h‖1 < δ implies
∥
∥θjen−j +

∑n−(j+1)
k=1 hkek

∥
∥
1
< δ, we obtain from (2.35)

that, for 0 6= h with ‖h‖1 < δ,

∣
∣f(ξ + h)− f(ξ)

∣
∣

‖h‖1
<

1

‖h‖1

n−1∑

j=0

|hn−j| ǫ = ǫ,

thereby proving (2.32) and establishing the case. It remains to consider a general f :
G −→ R, without the restriction of a vanishing gradient. For such a general f , consider
the modified function g : G −→ R, g(x) := f(x) −∇ f(ξ)(x) = f(x) −∑n

j=1 ∂jf(ξ)xj.
For g, we then get ∂jg(x) = ∂jf(x)− ∂jf(ξ) for each x ∈ G. In particular, the ∂jg exist
in G, are continuous at x = ξ, and vanish at x = ξ. Thus, the first part of the proof
applies to g, showing that g is differentiable at ξ. Since f = g +∇ f(ξ) and both g and
the linear map ∇ f(ξ) are differentiable at ξ, so is f by Prop. 2.25(a). �

Corollary 2.27. Let G be an open subset of Rn, n ∈ N, ξ ∈ G, and f : G −→ Km,
m ∈ N. If all partials ∂kfl, k ∈ {1, . . . , n}, l ∈ {1, . . . ,m}, exist everywhere in G and
are continuous in ξ, then f is differentiable in ξ, and, in particular, f is continuous in
ξ.

Proof. Applying Th. 2.26 to the coordinate functions fl, l ∈ {1, . . . ,m}, yields that each
fl is differentiable at ξ. However, since a Km-valued function converges if, and only if,
each of its coordinate functions converges, f must also be differentiable at ξ. �

2.6 The Chain Rule

As for one-dimensional differentiable functions, one can also prove a chain rule for vector-
valued differentiable functions:

Theorem 2.28. Let m,n, p ∈ N. Let Gf ⊆ Rn be open, f : Gf −→ Rm, let Gg ⊆ Rm be
open, g : Gg −→ Kp, f(Gf ) ⊆ Gg. If f is differentiable at ξ ∈ Gf and g is differentiable
at f(ξ) ∈ Gg, then g ◦ f : Gf −→ Kp is differentiable at ξ and, for the R-linear maps
D(g◦f)(ξ) : Rn −→ Kp, Df(ξ) : Rn −→ Rm, and Dg

(
f(ξ)

)
: Rm −→ Kp, the following

chain rule holds:
D(g ◦ f)(ξ) = Dg

(
f(ξ)

)
◦Df(ξ). (2.36)

In particular, if both f and g are differentiable, then g ◦ f is differentiable.
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Proof. The proof is noticeably harder than in the one-dimensional case and can be found
in Sec. C.1 of the appendix. �

Example 2.29. In the setting of the chain rule of Th. 2.28, we consider the special
case n = p = 1. Thus, we have an open subset Gf of R and f : Gf −→ Rm. The map
g maps Gg into K and for h := g ◦ f : Gf −→ K, we have h(t) = g

(
f1(t), . . . , fm(t)

)
.

In this case, one computes the one-dimensional function h by making a detour through
the m-dimensional space Rm. If f is differentiable at ξ ∈ Gf and g is differentiable at
f(ξ) ∈ Gg, the chain rule (2.36) now reads

Dh(ξ) = D(g ◦ f)(ξ) = Dg
(
f(ξ)

)
◦Df(ξ) = ∇ g

(
f(ξ)

)
Jf (ξ) =

m∑

j=1

∂jg
(
f(ξ)

)
∂1fj(ξ).

(2.37)
Recall from Example 2.24(c) that, for one-dimensional functions such as h, the function
Dh(ξ) : R −→ K corresponds to the number h′(ξ) ∈ K via (2.29). Also recall that,
for one-dimensional functions such as fj, the partial derivative ∂1fj coincides with the
one-dimensional derivative f ′

j. Thus, (2.37) implies

h′(ξ) =
m∑

j=1

∂jg
(
f(ξ)

)
f ′
j(ξ). (2.38)

Definition 2.30. Let G ⊆ Rm, m ∈ N. A differentiable path is a differentiable function
φ :]a, b[−→ G, a, b ∈ R, a < b. The set G is called connected by differentiable paths if,
and only if, for each x, y ∈ G, there exists some differentiable path φ : ]a, b[−→ G such
that φ(s) = x and φ(t) = y for suitable s, t ∈]a, b[.

Proposition 2.31. Let G ⊆ Rm be open, m ∈ N. If G is connected by differentiable
paths and f : G −→ K is differentiable with ∇ f ≡ 0, then f is constant.

Proof. Let x, y ∈ G, and let φ : ]a, b[−→ G be a differentiable path connecting x and
y, i.e. φ(s) = x and φ(t) = y for suitable s, t ∈]a, b[. Define the auxiliary function
h : ]a, b[−→ K, h = f ◦ φ. By the chain rule of Th. 2.28, h is differentiable and, using
(2.38) and ∂jf ≡ 0 for each j ∈ {1, . . . ,m},

h′(ξ) =
m∑

j=1

∂jf
(
φ(ξ)

)
φ′
j(ξ) = 0 for each ξ ∈]a, b[.

As a one-dimensional function on an open interval with vanishing derivative, h must be
constant (as both Reh and Imh must be constant by [Phi25, Cor. 9.18(b)]), implying
f(x) = f(φ(s)) = h(s) = h(t) = f(φ(t)) = f(y), showing that f is constant as well. �
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2.7 The Mean Value Theorem

Another application of the chain rule in several variables is the mean value theorem in
several variables:

Theorem 2.32. Let G ⊆ Rn be open, n ∈ N, f : G −→ R. If f is differentiable on G
and x, y ∈ G are such that the entire line segment connecting x and y is also contained
in G, i.e. Sx,y := {x+ t(y − x) : 0 < t < 1} ⊆ G, then there is ξ ∈ Sx,y satisfying

f(y)− f(x) = Df(ξ)(y − x) = ∇ f(ξ)(y − x) =
n∑

j=1

∂jf(ξ)(yj − xj). (2.39)

Proof. We merely need to combine the one-dimensional mean value theorem [Phi25, Th.
9.17] with the chain rule of Th. 2.28. A small problem arises from the fact that, in Th.
2.28, we required Gf to be open. We therefore note that the openness of G allows us to
find some ǫ > 0 such that the small extension Sx,y,ǫ := {x + t(y − x) : −ǫ < t < 1 + ǫ}
is still contained in G: Sx,y,ǫ ⊆ G. Consider the auxiliary functions

φ : ]− ǫ, 1 + ǫ[−→ Rn, φ(t) := x+ t(y − x)

h : ]− ǫ, 1 + ǫ[−→ R, h(t) := (f ◦ φ)(t) = f
(
x+ t(y − x)

)
.

As the sum of a constant function and a linear function, φ is differentiable, and Dφ(t) :
R −→ Rn, Dφ(t) = y − x (that means, for each α ∈ R, one has Dφ(t)(α) = α(y − x)).
Thus, according to Th. 2.28, h is differentiable, and, using (2.37),

Dh(t) = Df
(
φ(t)

)
◦Dφ(t) = ∇ f

(
φ(t)

)
(y − x). (2.40)

The one-dimensional mean value theorem [Phi25, Th. 9.17] provides θ ∈]0, 1[ such that

f(y)− f(x) = h(1)− h(0) = h′(θ). (2.41)

As in Example 2.29, we recall from (2.29) that the real number h′(θ) represents the
linear map Dh(θ) such that we can combine (2.40) and (2.41) to obtain

f(y)− f(x) = h′(θ) = ∇ f
(
φ(θ)

)
(y − x) = ∇ f(ξ)(y − x)

with ξ := φ(θ) = x+ θ(y − x) ∈ Sx,y, concluding the proof of (2.39). �

Caveat 2.33. Unlike many other results of this class, Th. 2.32 does not extend to
C-valued functions – actually, even the one-dimensional mean value theorem does not
extend to C-valued functions. It is an exercise to find an explicit counterexample of a
differentiable function f : R −→ C and x, y ∈ R, x < y, such that there does not exist
ξ ∈]x, y[ satisfying f(y)− f(x) = f ′(ξ)(y − x).

—
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As an application of Th. 2.32, let us prove that differentiable maps with bounded partials
are Lipschitz continuous on convex sets.

Definition 2.34. A set G ⊆ Rn, n ∈ N, is called convex if, and only if, for each
x, y ∈ G, one has Sx,y := {x+ t(y − x) : 0 < t < 1} ⊆ G.

Theorem 2.35. Let m,n ∈ N, let G ⊆ Rn be open, and let f : G −→ Rm be differen-
tiable. Suppose there exists M ∈ R+

0 such that |∂jfl(ξ)| ≤ M for each j ∈ {1, . . . , n},
each l ∈ {1, . . . ,m}, and each ξ ∈ G. If G is convex, then f is Lipschitz continuous
with Lipschitz constant L := mM with respect to the 1-norms on Rn and Rm and with
Lipschitz constant cL, c > 0, with respect to arbitrary norms on Rn and Rm.

Proof. Fix l ∈ {1, . . . ,m}. We first show that fl is M -Lipschitz with respect to the
1-norm on Rn: Since fl is differentiable and G is convex, given x, y ∈ G, we can apply
Th. 2.32 to obtain ξl ∈ G such that

|fl(y)− fl(x)|
(2.39)

≤
n∑

j=1

|∂jfl(ξl)| |yj − xj| ≤M‖y − x‖1,

showing that, with respect to the 1-norm, fl is Lipschitz continuous with Lipschitz
constant M . In consequence, we obtain, for each x, y ∈ G,

‖f(y)− f(x)‖1 =
m∑

l=1

|fl(y)− fl(x)| ≤ mM‖y − x‖1,

showing that, with respect to the 1-norms on Rn and Rm, f is Lipschitz continuous with
Lipschitz constant mM . Since all norms on Rn and Rm are equivalent, we also get that
f is Lipschitz continuous with Lipschitz constant cL, c > 0, with respect to all other
norms on Rn and Rm. �

2.8 Directional Derivatives

Given a real-valued function f , the partial derivatives ∂jf (if they exist) describe the
local change of f in the direction of the standard unit vector ej. We would now like
to generalize the notion of partial derivative in such a way that it allows us to study
the change of f in an arbitrary direction e ∈ Rn. This leads to the following notion of
directional derivatives.

Definition 2.36. Let G ⊆ Rn, n ∈ N, f : G −→ K, ξ ∈ G, e ∈ Rn. If there is ǫ > 0
such that ξ + he ∈ G for each h ∈]0, ǫ[ (this condition is trivially satisfied if ξ is an
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interior point of G), then f is said to have a directional derivative at ξ in the direction
e if, and only if, the limit

lim
h↓0

f(ξ + he)− f(ξ)

h
(2.42)

exists in K. In that case, this limit is identified with the corresponding directional
derivative and denoted by ∂f

∂e
(ξ) or by δf(ξ, e). If the directional derivative of f in the

direction e exists for each ξ ∈ G, then the function

∂f

∂e
: G −→ K, ξ 7→ ∂f

∂e
(ξ), (2.43)

is also called the directional derivative of f in the direction e.

Remark 2.37. Consider the setting of Def. 2.36 and suppose e = ej for some j ∈
{1, . . . , n}. If ξ is an interior point of G, then the directional derivative ∂f

∂e
(ξ) coincides

with the partial derivative ∂jf(ξ) of Def. 2.1 if, and only if, both ∂f
∂e
(ξ) and ∂f

∂(−e)
(ξ)

exist and ∂f
∂e
(ξ) = − ∂f

∂(−e)
(ξ): If ∂jf(ξ) exists, then

∂jf(ξ) = lim
h→0

f(ξ + hej)− f(ξ)

h
= lim

h↓0

f(ξ + hej)− f(ξ)

h
=
∂f

∂e
(ξ)

= lim
h↑0

f(ξ + hej)− f(ξ)

h
= lim

h↓0

f(ξ − hej)− f(ξ)

−h

= − lim
h↓0

f(ξ + h(−ej))− f(ξ)

h
= − ∂f

∂(−e)(ξ). (2.44)

On the other hand, if both ∂f
∂e
(ξ) and ∂f

∂(−e)
(ξ) exist and ∂f

∂e
(ξ) = − ∂f

∂(−e)
(ξ), then the

corresponding equalities in (2.44) show that both one-sided partials exist at ξ and that
their values agree, showing that ∂jf(ξ) =

∂f
∂e
(ξ) exists.

—

We can now generalize Th. 2.22:

Theorem 2.38. Let G be an open subset of Rn, n ∈ N, ξ ∈ G. If f : G −→ K is
differentiable in ξ, then, for each e = (ǫ1, . . . , ǫn) ∈ Rn, the directional derivative ∂f

∂e
(ξ)

exists and
∂f

∂e
(ξ) = ∇ f(ξ) · e =

n∑

j=1

ǫj∂jf(ξ). (2.45)

Moreover, if we consider K = R and only allow normalized e ∈ Rn with ‖e‖2 = 1, then
the directional derivatives can take only values between α := ‖∇ f(ξ)‖2 and −α, where
the largest value (i.e. α) is attained in the direction emax := ∇ f(ξ)/α and the smallest
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value (i.e. −α) is attained in the direction emin := −emax. For n = 1, e = ±1 are the
only possible directions, yielding precisely the values α and −α. For n ≥ 2, all values
in [−α, α] are attained.

Proof. Since G is open, there is ǫ > 0 such that ξ+he ∈ G for each h ∈]−ǫ, ǫ[. Similarly
to the proof of Th. 2.32, consider auxiliary functions

φ : ]− ǫ, ǫ[−→ Rn, φ(h) := ξ + he,

g : ]− ǫ, ǫ[−→ K, g(h) := (f ◦ φ)(h) = f
(
ξ + he

)
.

Theorem 2.28 yields the differentiability of g, and, as Dφ ≡ e (i.e., for each h ∈]− ǫ, ǫ[
and each α ∈ R, it is Dφ(h)(α) = αe), by (2.37), we have

∀
h∈]−ǫ,ǫ[

g′(h) = D(f ◦ φ)(h) = Df
(
φ(h)

)
◦Dφ(h) = ∇ f(ξ + he) · e

and
∂f

∂e
(ξ) = g′(0) = ∇ f(ξ) · e,

proving (2.45). Applying the Cauchy-Schwarz inequality (1.84) to (2.45) yields
∣
∣
∣
∣

∂f

∂e
(ξ)

∣
∣
∣
∣
=
∣
∣∇ f(ξ) · e

∣
∣ ≤

∥
∥∇ f(ξ)

∥
∥
2

∥
∥e
∥
∥
2
= α‖e‖2. (2.46)

Thus, for K = R and e ∈ Rn with ‖e‖2 = 1, we have −α ≤ ∂f
∂e
(ξ) ≤ α. It remains to

show that, for K = R and n ≥ 2, the map

D : S1(0) −→ [−α, α], D(e) := ∇ f(ξ) · e =
n∑

j=1

ǫj∂jf(ξ),

is surjective. The details are bit tedious and are carried out in App. C.2. �

The following example shows that the existence of all directional derivatives does not
imply continuity, let alone differentiability.

Example 2.39. Consider the function

f : R2 −→ K, f(x, y) :=

{

1 for 0 < y < x2,

0 otherwise.

The function is not continuous in (0, 0): Let xn := 1/n and yn := 1/n3. Then
limn→∞(xn, yn) = (0, 0). However, since yn = 1/n3 < 1/n2 = x2n for n > 1, one
has

lim
n→∞

f(xn, yn) = 1 6= 0 = f(0, 0).
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We now claim that, for each e = (ǫx, ǫy) ∈ R2, the directional derivative ∂f
∂e
(0, 0) exists

and ∂f
∂e
(0, 0) = 0. For ǫy ≤ 0 this is immediate since, for each h ∈ R+, f((0, 0) +

h(ǫx, ǫy)) = f(hǫx, hǫy) = 0. Now assume ǫy > 0. If ǫx = 0, then f(hǫx, hǫy) =
f(0, hǫy) = 0 for each h ∈ R+, showing ∂f

∂e
(0, 0) = 0. It remains the case, where ǫy > 0

and ǫx 6= 0. In that case, one obtains h2ǫ2x < hǫy for each 0 < h < ǫy
ǫ2x
. Thus, for such h,

f(hǫx, hǫy) = 0, once again proving ∂f
∂e
(0, 0) = 0.

3 Extreme Values and Stationary Points

3.1 Definitions of Extreme Values

The following Def. 3.1 is a generalization of [Phi25, Def. 7.50].

Definition 3.1. Let (X, d) be a metric space, M ⊆ X, and f : M −→ R.

(a) Given x ∈ M , f has a (strict) global min at x if, and only if, f(x) ≤ f(y) (f(x) <
f(y)) for each y ∈ M \ {x}. Analogously, f has a (strict) global max at x if, and
only if, f(x) ≥ f(y) (f(x) > f(y)) for each y ∈M \ {x}. Moreover, f has a (strict)
global extreme value at x if, and only if, f has a (strict) global min or a (strict)
global max at x.

(b) Given x ∈ M , f has a (strict) local min at x if, and only if, there exists ǫ > 0
such that f(x) ≤ f(y) (f(x) < f(y)) for each y ∈ {y ∈ M : d(x, y) < ǫ} \ {x}.
Analogously, f has a (strict) local max at x if, and only if, there exists ǫ > 0 such
that f(x) ≥ f(y) (f(x) > f(y)) for each y ∈ {y ∈M : d(x, y) < ǫ}\{x}. Moreover,
f has a (strict) local extreme value at x if, and only if, f has a (strict) local min or
a (strict) local max at x.

Remark 3.2. In the context of Def. 3.1, it is immediate from the respective definitions
that f has a (strict) global min at x ∈ M if, and only if, −f has a (strict) global max
at x. Moreover, the same holds if “global” is replaced by “local”. It is equally obvious
that every (strict) global min/max is a (strict) local min/max.

3.2 Extreme Values of Continuous Functions on Compact Sets

Definition 3.3. A subset C of a metric space X is called compact if, and only if, every
sequence in C has a subsequence that converges to some limit c ∈ C.

Proposition 3.4. Let (X, d) be a metric space and C ⊆ X.
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(a) If C is compact, then C is closed and bounded.

(b) If C is compact and A ⊆ C is closed, then A is compact.

Proof. (a): The proof is analogous to the second part of the proof of [Phi25, Th.
7.48]: Suppose C is compact. Let (xk)k∈N be a sequence in C that converges in X,
i.e. limk→∞ xk = x ∈ X. Since C is compact, (xk)k∈N must have a subsequence
that converges to some c ∈ C. However, according to Prop. 1.38(c), it must be
x = c ∈ C. Due to the equivalence between statements (iv) and (i) of Cor. 1.44, C
must be closed. If C is not bounded, then, for each x ∈ X, there is a sequence (xk)k∈N
in C such that limk→∞ d(x, xk) = ∞. If y ∈ X, then d(x, xk) ≤ d(x, y) + d(y, xk), i.e.
d(y, xk) ≥ d(x, xk)−d(x, y), showing that limk→∞ d(y, xk) = ∞ as well. Thus, y can not
be a limit of any subsequence of (xk)k∈N. As y was arbitrary, C can not be compact.

(b): If (xk)k∈N is a sequence in A, then (xk)k∈N is a sequence in C. Since C is compact,
it must have a subsequence that converges to some c ∈ C. However, as A is closed, c
must be in A, showing that (xk)k∈N has a subsequence that converges to some c ∈ A,
i.e. A is compact. �

Corollary 3.5. A subset C of Kn, n ∈ N, is compact if, and only if, C is closed and
bounded.

Proof. Every compact set is closed and bounded by Prop. 3.4(a). If C is closed and
bounded, and (xk)k∈N is a sequence in C, then the boundedness and the Bolzano-
Weierstrass Th. 1.16(b) yield a subsequence that converges to some x ∈ Kn. However,
since C is closed, x ∈ C, showing that C is compact. �

The following examples show that, in general, sets can be closed and bounded without
being compact.

Example 3.6. (a) If (X, d) is a noncomplete metric space, than it contains a Cauchy
sequence that does not converge. It is not hard to see that such a sequence can
not have a convergent subsequence, either. This shows that no noncomplete metric
space can be compact. Moreover, the closure of every bounded subset of X that
contains such a nonconvergent Cauchy sequence is an example of a closed and
bounded set that is noncompact. Concrete examples are given by Q∩ [a, b] for each
a, b ∈ R with a < b (these sets are Q-closed, but not R-closed!) and ]a, b[ for each
a, b ∈ R with a < b, in each case endowed with the usual metric d(x, y) := |x− y|.

(b) There can also be closed and bounded sets in complete spaces that are not compact.
Consider the space X of all bounded sequences (xn)n∈N in K, endowed with the sup-
norm ‖(xn)n∈N‖sup := sup{|xn| : n ∈ N}. It is not too difficult to see that X with
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the sup-norm is a Banach space: Let (xk)k∈N with xk = (xkn)n∈N be a Cauchy
sequence in X. Then, for each n ∈ N, (xkn)k∈N is a Cauchy sequence in K, and,
thus, it has a limit yn ∈ K. Let y := (yn)n∈N. Then

‖xk − y‖sup = sup{|xkn − yn| : n ∈ N}.

Let ǫ > 0. As (xk)k∈N is a Cauchy sequence with respect to the sup-norm, there is
N ∈ N such that ‖xk−xl‖sup < ǫ for all k, l > N . Fix some l > N and some n ∈ N.
Then ǫ ≥ limk→∞ |xkn − xln| = limk→∞ |yn − xln|. Since this is valid for each n ∈ N,
we get ‖xl − y‖sup ≤ ǫ for each l > N , showing liml→∞ xl = y, i.e. X is complete
and a Banach space.

Now consider the sequence (ek)k∈N with

ekn :=

{

1 for k = n,

0 otherwise.

Then (ek)k∈N constitutes a sequence in X with ‖ek‖sup = 1 for each k ∈ N. In par-
ticular, (ek)k∈N is a sequence inside the closed unit ball B1(0), and, hence, bounded.
However, if k, l ∈ N with k 6= l, then ‖ek−el‖sup = 1. Thus, neither (ek)k∈N nor any
subsequence can be a Cauchy sequence. In particular, no subsequence can converge,
showing that the closed and bounded unit ball B1(0) is not compact.

Note: There is an important result (see, e.g., [Phi16a, Th. 3.24]) that shows a
normed vector space is finite-dimensional if, and only if, the closed unit ball B1(0)
is compact.

Theorem 3.7. If (X, dX) and (Y, dY ) are metric spaces, C ⊆ X is compact, and f :
C −→ Y is continuous, then f(C) is compact.

Proof. The present theorem is a generalization of [Phi25, Th. 7.52]; however the proof
can still be conducted precisely as for [Phi25, Th. 7.52]: If (yk)k∈N is a sequence in f(C),
then, for each k ∈ N, there is some xk ∈ C such that f(xk) = yk. As C is compact, there
is a subsequence (ak)k∈N of (xk)k∈N with limk→∞ ak = a for some a ∈ C. Then (f(ak))k∈N
is a subsequence of (yk)k∈N and the continuity of f yields limk→∞ f(ak) = f(a) ∈ f(C),
showing that (yk)k∈N has a convergent subsequence with limit in f(C). We have therefore
established that f(C) is compact. �

The following Th. 3.8 is a generalization of [Phi25, Th. 7.54].

Theorem 3.8. If (X, d) is a metric space, ∅ 6= C ⊆ X is compact, and f : C −→ R

is continuous, then f assumes its max and its min, i.e. there are xm ∈ C and xM ∈ C
such that f has a global min at xm and a global max at xM .
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Proof. The proof is still conducted precisely as in the special case [Phi25, Th. 7.54]:
Since ∅ 6= C is compact and f is continuous, ∅ 6= f(C) ⊆ R is compact according to
Th. 3.7. Then, by [Phi25, Lem. 7.53], f(C) contains a smallest element m and a largest
element M . This, in turn, implies that there are xm, xM ∈ C such that f(xm) = m and
f(xM) =M . �

A drawback of Th. 3.8 (as well as of [Phi25, Th. 7.54]) is that its proof is not constructive.
That means that, even though it guarantees the function has a max and a min, it does
not give any clues as how to find them. For differentiable functions, we will see more
constructive results in the following sections.

Theorem 3.9. If (X, dX) and (Y, dY ) are metric spaces, C ⊆ X is compact, and f :
C −→ Y is continuous, then f is uniformly continuous.

Proof. If f is not uniformly continuous, then there must be some ǫ > 0 such that, for
each k ∈ N, there exist xk, yk ∈ C satisfying dX(x

k, yk) < 1/k and dY (f(x
k), f(yk)) ≥ ǫ.

Since C is compact, there is a ∈ C and a subsequence (ak)k∈N of (xk)k∈N such that
a = limk→∞ ak. Then there is a corresponding subsequence (bk)k∈N of (yk)k∈N such that
dX(a

k, bk) < 1/k and dY (f(a
k), f(bk)) ≥ ǫ for all k ∈ N. Using the compactness of C

again, there is b ∈ C and a subsequence (vk)k∈N of (bk)k∈N such that b = limk→∞ vk.
Now there is a corresponding subsequence (uk)k∈N of (ak)k∈N such that dX(u

k, vk) <
1/k and dY (f(u

k), f(vk)) ≥ ǫ for all k ∈ N. Note that we still have a = limk→∞ uk.
Given α > 0, there is N ∈ N such that, for each k > N , one has dX(a, u

k) < α/3,
dX(b, v

k) < α/3, and dX(u
k, vk) < 1/k < α/3. Thus, dX(a, b) ≤ dX(a, u

k)+dX(u
k, vk)+

dX(b, v
k) < α, implying d(a, b) = 0 and a = b. Finally, the continuity of f implies

f(a) = limk→∞ f(uk) = limk→∞ f(vk) in contradiction to dY (f(u
k), f(vk)) ≥ ǫ. �

Theorem 3.10. If (X, dX) and (Y, dY ) are metric spaces, C ⊆ X is compact, and
f : C −→ Y is continuous and one-to-one, then f−1 : f(C) −→ C is continuous.

Proof. Let (yk)k∈N be a sequence in f(C) such that limk→∞ yk = y ∈ f(C). Then there
is a sequence (xk)k∈N in C such that f(xk) = yk for each k ∈ N. Let x := f−1(y).
It remains to prove that limk→∞ xk = x. As C is compact, there is a ∈ C and a
subsequence (ak)k∈N of (xk)k∈N such that a = limk→∞ ak. The continuity of f yields
f(a) = limk→∞ f(ak) = limk→∞ yk = y = f(x) since (f(ak))k∈N is a subsequence of
(yk)k∈N. It now follows that a = x since f is one-to-one. The same argument shows
that every convergent subsequence of (xk)k∈N has to converge to x. If (xk)k∈N did not
converge to x, then there had to be some ǫ > 0 such that infinitely man xk are not in
Bǫ(x). However, the compactness of C would provide a convergent subsequence whose
limit could not be x, in contradiction to x having to be the limit of all convergent
subsequences of (xk)k∈N. �
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3.3 Taylor’s Theorem

We begin with Taylor’s theorem for one-dimensional functions. For its proof with the
so-called Lagrange form of the remainder term, we will use the following Th. 3.11, which
is a consequence of the one-dimensional mean value theorem in its generalized version
[Phi25, (9.23a)].

Theorem 3.11. Let a, b ∈ R, a 6= b. Suppose f, g ∈ Cm+1[a, b] for m ∈ N0 (i.e. f , g are
continuous on [a, b] and all derivatives of f and g up to order m + 1 exist in ]a, b[ and
extend continuously to [a, b]). Moreover, assume that g(k)(t) 6= 0 for each t ∈]a, b[ and
each k ∈ {1, . . . ,m + 1}. In addition, assume that f(a) = g(a) = f (k)(a) = g(k)(a) = 0
for each k ∈ {1, . . . ,m}. Then there is θ ∈]a, b[ such that

f(b)

g(b)
=
f (m+1)(θ)

g(m+1)(θ)
. (3.1)

Proof. From [Phi25, (9.23a)], we know

f(b)− f(a)

g(b)− g(a)

f(a)=g(a)=0
=

f(b)

g(b)
=
f ′(θ1)

g′(θ1)
(3.2)

for some θ1 ∈]a, b[. An induction then establishes (3.1). �

Theorem 3.12 (Taylor’s Theorem). Let I ⊆ R be an open interval and a, x ∈ I, x 6= a.
If m ∈ N0 and f ∈ Cm+1(I,K), then

f(x) = Tm(x, a) +Rm(x, a), (3.3)

where

Tm(x, a) :=
m∑

k=0

f (k)(a)

k!
(x−a)k = f(a)+f ′(a)(x−a)+f

′′(a)

2!
(x−a)2+· · ·+f

(m)(a)

m!
(x−a)m

(3.4)
is the mth Taylor polynomial and

Rm(x, a) :=

∫ x

a

(x− t)m

m!
f (m+1)(t) dt (3.5)

is the integral form of the remainder term. For K = R, one can also write the remainder
term in Lagrange form:

Rm(x, a) =
f (m+1)(θ)

(m+ 1)!
(x− a)m+1 with some suitable θ ∈]x, a[. (3.6)
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Proof. The integral form (3.5) of the remainder term we prove by using induction on
m: For m = 0, the assertion is

f(x) = f(a) +

∫ x

a

f ′(t) dt , (3.7)

which holds according to the fundamental theorem of calculus in the form [Phi25, Th.
10.19(b)]. For the induction step, we assume (3.3) holds for fixed m ∈ N0 with Rm(x, a)
in integral form (3.5) and consider f ∈ Cm+2(I,K). For fixed x ∈ I, we define the
function

g : I −→ K, g(t) :=
(x− t)m+1

(m+ 1)!
f (m+1)(t). (3.8)

Using the product rule, its derivative is

g′ : I −→ K, g′(t) =
(x− t)m+1

(m+ 1)!
f (m+2)(t)− (x− t)m

m!
f (m+1)(t). (3.9)

Applying the fundamental theorem to g then yields

−g(a) = g(x)− g(a) =

∫ x

a

g′(t) dt
(3.9)
= Rm+1(x, a)−Rm(x, a), (3.10)

with Rm(x, a) and Rm+1(x, a) defined according to (3.5). Thus,

Tm+1(x, a) +Rm+1(x, a)
(3.10)
= Tm(x, a) +

f (m+1)(a)

(m+ 1)!
(x− a)m+1 +Rm(x, a)− g(a)

= Tm(x, a) +Rm(x, a)
ind. hyp.
= f(x), (3.11)

thereby completing the induction and the proof of (3.5).

It remains to prove the Lagrange form (3.6) of the remainder term for K = R. It is
possible, to deduce the Lagrange form from the integral form. However, here we present
the following proof based on Th. 3.11, that does not make use of any integration theory.
We define auxiliary functions

F : I −→ R, F (t) := f(t)− Tm(t, a), (3.12a)

G : I −→ R, G(t) := (t− a)m+1. (3.12b)

It clearly follows from (3.4) that T
(k)
m (a, a) = f (k)(a) for each k ∈ {0, . . . ,m}. Thus,

F (k)(a) = 0 and G(k)(a) = 0 for each k ∈ {0, . . . ,m}, that means F and G satisfy the
hypotheses of Th. 3.11 on [a, x]. In the present context, (3.1) takes the form

f(x)− Tm(x, a)

(x− a)m+1
=
F (x)

G(x)
=
F (m+1)(θ)

G(m+1)(θ)
=
f (m+1)(θ)− 0

(m+ 1)!
(3.13)

for some θ ∈]x, a[. As (3.13) is equivalent to (3.3) with Rm(x, a) according to (3.6), we
have proved the Lagrange form of the remainder term. �
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Remark 3.13. The importance of Taylor’s Th. 3.12 does not lie in the decomposition
f = Tm + Rm, which can be accomplished simply by defining Rm := f − Tm. The
importance lies rather in the specific formulas for the remainder term.

—

We will now extend Taylor’s theorem to higher dimensions by means of the chain rule.
First, we need to introduce some notation.

Notation 3.14. In the context of Taylor’s theorem, we need to consider directional
derivatives of higher order. In this context, one often uses a slightly different notation
than the one we used earlier. Let n ∈ N and h = (h1, . . . , hn) ∈ Rn. If G ⊆ Rn is open
and f : G −→ K is differentiable at some ξ ∈ G, then, according to (2.45), we can
compute the directional derivative

(h∇)(f)(ξ) :=
∂f

∂h
(ξ) =

n∑

j=1

hj∂jf(ξ) = h1∂1f(ξ) + · · ·+ hn∂nf(ξ). (3.14)

The object h∇ is also called a differential operator. If f has all partials of second order
at ξ, then we can apply h∇ again to the function in (3.14), obtaining

(h∇)2(f)(ξ) := (h∇)(h∇)(f)(ξ) =
n∑

j=1

(h∇)(hj∂jf)(ξ) =
n∑

j,k=1

hkhj∂k∂jf(ξ). (3.15)

Thus, if f has all partials of order k at ξ, k ∈ N, then an induction yields

(h∇)k(f)(ξ) =
n∑

j1,...,jk=1

hjk · · ·hj1∂jk · · · ∂j1f(ξ). (3.16)

Finally, it is also useful to define

(h∇)0(f)(ξ) := f(ξ). (3.17)

Theorem 3.15 (Taylor’s Theorem). Let G ⊆ Rn be open, n ∈ N, and f ∈ Cm+1(G,K)
for some m ∈ N0 (i.e. f : G −→ K and f has continuous partials up to order m + 1).
Let ξ ∈ G and h ∈ Rn such that the line segment Sξ,ξ+h between ξ and ξ + h is a subset
of G. Then the following formula, also known as Taylor’s formula, holds:

f(ξ + h) =
m∑

k=0

(h∇)k(f)(ξ)

k!
+Rm(ξ)

= f(ξ) +
(h∇)(f)(ξ)

1!
+

(h∇)2(f)(ξ)

2!
+ · · ·+ (h∇)m(f)(ξ)

m!
+Rm(ξ), (3.18)
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where, similar to the one-dimensional case,

Rm(ξ) :=

∫ 1

0

(1− t)m

m!
(h∇)m+1(f)(ξ + th) dt (3.19)

is the integral form of the remainder term. Also similar to the one-dimensional case, if
K = R, then there is θ ∈]0, 1[ such that

Rm(ξ) =
(h∇)m+1(f)(ξ + θh)

(m+ 1)!
, (3.20)

called the Lagrange form of the remainder term.

Proof. Since Sξ,ξ+h ⊆ G and G is open, there is ǫ > 0 such that we can consider the
auxiliary function

φ : ]− ǫ, 1 + ǫ[−→ K, φ(t) := f(ξ + th). (3.21)

This definition immediately implies φ(0) = f(ξ) and φ(1) = f(ξ+h). We can apply the
chain rule to get

φ′(t) = ∇ f(ξ + th) · h = (h∇)(f)(ξ + th), (3.22)

using the notation from (3.14). Since f ∈ Cm+1(G,K), we can use an induction to get,
for each k ∈ {0, . . . ,m+ 1},

φ(k)(t) = (h∇)k(f)(ξ + th). (3.23)

Applying the one-dimensional form of Taylor’s theorem (i.e. Th. 3.12) with the remain-
der term in integral form to φ with x = 1 and a = 0 together with (3.23) yields

f(ξ + h) = φ(1)

= φ(0) + φ′(0)(1− 0) +
φ′′(0)

2!
(1− 0)2 + · · ·+ φ(m)(0)

m!
(1− 0)m

+

∫ 1

0

(1− t)m

m!
φ(m+1)(t) dt

= f(ξ) +
(h∇)(f)(ξ)

1!
+

(h∇)2(f)(ξ)

2!
+ · · ·+ (h∇)m(f)(ξ)

m!

+

∫ 1

0

(1− t)m

m!
(h∇)m+1(f)(ξ + th) dt , (3.24)

which is precisely (3.18) with Rm(ξ) in the form (3.19).
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To prove the Lagrange form of the remainder term, we restate (3.24), this time applying
Th. 3.12 to φ with the remainder term in Lagrange form, yielding

f(ξ + h) =
m∑

k=0

(h∇)k(f)(ξ)

k!
+
φ(m+1)(θ)

(m+ 1)!
(1− 0)m+1

=
m∑

k=0

(h∇)k(f)(ξ)

k!
+

(h∇)m+1(f)(ξ + θh)

(m+ 1)!

for some suitable θ ∈]0, 1[, thereby completing the proof. �

Example 3.16. Let us write Taylor’s formula (3.18) explicitly for the function

f : R2 −→ R, f(x, y) := sin(xy) (3.25)

for m = 1 and for ξ = (0, 0). Here, we have for the gradient

∇ f(x, y) =
(

y cos(xy), x cos(xy)
)

(3.26)

and for the Hessian matrix of second order partials

Hf (x, y) =

(
∂x∂xf(x, y) ∂x∂yf(x, y)
∂y∂xf(x, y) ∂y∂yf(x, y)

)

=

(
−y2 sin(xy) cos(xy)− xy sin(xy)

cos(xy)− xy sin(xy) −x2 sin(xy)

)

. (3.27)

For h = (h1, h2) ∈ R2, we obtain

f(h) =

−h21θ2h22 sin(θ2h1h2) + 2h1h2 cos(θ
2h1h2)− 2h21h

2
2θ

2 sin(θ2h1h2)− h22θ
2h21 sin(θ

2h1h2)

2!
= −2h21h

2
2θ

2 sin(θ2h1h2) + h1h2 cos(θ
2h1h2) (3.28)

for some suitable 0 < θ < 1.

3.4 Quadratic Forms

Before we get to the quadratic forms, we briefly need to consider the Euclidean norm of
matrices.
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Notation 3.17. Let A = (akl)(k,l)∈{1,...,m}×{1,...,n} a real m × n matrix, m,n ∈ N. We
introduce the quantity

‖A‖HS :=

√
√
√
√

m∑

k=1

n∑

l=1

a2kl, (3.29)

called the Hilbert-Schmidt norm or the Frobenius norm of A. Thus, ‖A‖HS is the Eu-
clidean norm of A if we consider A as an element of Rmn. Caveat: For m,n > 1, the
Hilbert-Schmidt norm is not! the operator norm of A with respect to the Euclidean
norms on Rm and Rn (cf. [Phi24, Caveat 2.19]). We could actually use the mentioned
operator norm in the following and everything would work just the same (since (3.30)
also holds for the operator norm) – the reason we prefer the Hilbert-Schmidt norm here,
is that it is much easier to compute and, thus, less abstract.

Lemma 3.18. Let A = (akl)(k,l)∈{1,...,m}×{1,...,n} a real m × n matrix, m,n ∈ N. Then,
for each x ∈ Rn, it holds that

‖Ax‖2 ≤ ‖A‖HS ‖x‖2. (3.30)

Proof. This follows easily from the Cauchy-Schwarz inequality. For each k ∈ {1, . . . ,m},
let ak := (ak1, . . . , akn) denote the kth row vector of the matrix A. Then one computes

‖Ax‖2 =

√
√
√
√

m∑

k=1

(
n∑

l=1

aklxl

)2

≤

√
√
√
√

m∑

k=1

‖ak‖22 ‖x‖22 = ‖A‖HS ‖x‖2,

thereby establishing the case. �

Definition 3.19. Let n ∈ N. A quadratic form is a map

QA : Rn −→ R, QA(x) := xtAx =
n∑

k,l=1

aklxkxl, (3.31)

where xt denotes the transpose of x, and A = (akl)
n
k,l=1 is a symmetric real n×n-matrix,

i.e. a quadratic real matrix with akl = alk.

Remark 3.20. Each quadratic form is a polynomial and, thus, continuous by Th. 1.67.
Moreover, if λ ∈ R and A and B are symmetric real n×n-matrices, then λA and A+B
are also symmetric real n × n-matrices, and QλA = λQA as well as QA+B = QA + QB,
showing, in particular, that the symmetric real n× n-matrices form a real vector space
and that the quadratic forms also form a real vector space.
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Example 3.21. If G ⊆ Rn is open and f : G −→ R is C2, then, for each ξ ∈ G, the
Hessian matrix

Hf (ξ) =
(

∂k∂lf(ξ)
)n

k,l=1
(3.32)

is symmetric, i.e. QHf (ξ) : R
n −→ R is a quadratic form.

Lemma 3.22. Let A = (akl)
n
k,l=1 is a symmetric real n× n-matrix, n ∈ N, and let QA

be the corresponding quadratic form.

(a) QA is homogeneous of degree 2, i.e.

QA(λx) = λ2QA(x) for each x ∈ Rn and each λ ∈ R.

(b) For each α ∈ R, the following statements are equivalent:

(i) QA(x) ≥ α‖x‖22 for all x ∈ Rn.

(ii) QA(x) ≥ α for all x ∈ Rn with ‖x‖2 = 1.

(c) For each x ∈ Rn:
|QA(x)| ≤ ‖A‖HS ‖x‖22.

Proof. (a) is an immediate consequence of (3.31).

(b): That (i) implies (ii) is trivial, since (ii) is a special case of (i). It remains to show
that (ii) implies (i). For x = 0, one has 0 = QA(x) = α‖x‖22, so let x 6= 0 and assume
(ii). Then one obtains

QA(x) = QA

(

‖x‖2
x

‖x‖2

)
(a)
= ‖x‖22QA

(
x

‖x‖2

)

≥ α‖x‖22,

proving (i).

(c): Let x ∈ Rn. SinceQA(x) = x·(Ax), the Cauchy-Schwarz inequality yields |QA(x)| ≤
‖Ax‖2‖x‖2, and (3.30) then implies (c). �

Definition 3.23. Let A = (akl)
n
k,l=1 is a symmetric real n × n-matrix, n ∈ N, and let

QA be the corresponding quadratic form.

(a) A and QA are called positive definite if, and only if, QA(x) > 0 for every 0 6= x ∈ Rn.

(b) A and QA are called positive semidefinite if, and only if, QA(x) ≥ 0 for every x ∈ Rn.

(c) A andQA are called negative definite if, and only if, QA(x) < 0 for every 0 6= x ∈ Rn.
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(d) A and QA are called negative semidefinite if, and only if, QA(x) ≤ 0 for every
x ∈ Rn.

(e) A and QA are called indefinite if, and only if, they are neither positive semidefinite
nor negative semidefinite, i.e. if, and only if, there exist a, b ∈ Rn with QA(a) > 0
and QA(b) < 0.

Example 3.24. Let n = 2 and consider the real symmetric matrix A =

(
a b
b c

)

. One

then obtains
QA : R2 −→ R, QA(x, y) = ax2 + 2bxy + cy2. (3.33)

One can now use the value of detA = ac − b2, which is also called the discriminant of
QA, to determine the definiteness of A. This is due to the following identity, that holds
for each (x, y) ∈ R2:

aQA(x, y) = a(ax2 + 2bxy + cy2) = (ax+ by)2 + (detA)y2. (3.34)

One obtains the following cases:

detA > 0: This implies a 6= 0. Then (3.34) provides:

a > 0 ⇔ QA positive definite,

a < 0 ⇔ QA negative definite.

detA < 0: In this case, we claim:

QA is indefinite.

To verify this claim, first consider a > 0. Then QA(1, 0) = a > 0 and, according to
(3.34), QA(−b/a, 1) = (detA)/a < 0, showing that QA is indefinite. Now let a < 0.
Then QA(1, 0) = a < 0 and, according to (3.34), QA(−b/a, 1) = (detA)/a > 0, again
showing that QA is indefinite. Finally, let a = 0. Then detA < 0 implies b 6= 0. If c > 0,
then QA(0, 1) = c > 0 and QA(1/(2b),−1/(2c)) = −1/(2c) + 1/(4c) = −1/(4c) < 0, i.e.
QA is indefinite. If c < 0, then QA(0, 1) = c < 0 and QA(1/(2b),−1/(2c)) = −1/(2c) +
1/(4c) = −1/(4c) > 0, i.e. QA is again indefinite. If c = 0, then QA(1/(2b), 1) = 1 and
QA(1/(2b),−1) = −1 and QA is indefinite also in this last case.

detA = 0: Here, we claim:

a > 0 or (a = 0 and c ≥ 0) ⇔ QA positive semidefinite,

a < 0 or (a = 0 and c ≤ 0) ⇔ QA negative semidefinite.

Once again, for the proof, we need to distinguish the different possible cases. If a > 0,
then QA(x, y) = (ax + by)2/a ≥ 0, i.e. QA is positive semidefinite. If a < 0, then
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QA(x, y) = (ax + by)2/a ≤ 0, i.e. QA is negative semidefinite. Now let a = 0. Then
detA = 0 implies b = 0. Thus, QA(x, y) = cy2, i.e. QA is positive semidefinite for c ≥ 0
and negative semidefinite for c ≤ 0.

Proposition 3.25. Let A = (akl)
n
k,l=1 is a symmetric real n× n-matrix, n ∈ N, and let

QA be the corresponding quadratic form.

(a) A and QA are positive definite if, and only if, there exists α > 0 such that

QA(x) ≥ α > 0 for each x ∈ Rn with ‖x‖2 = 1. (3.35a)

Analogously, A and QA are negative definite if, and only if, there exists α < 0 such
that

QA(x) ≤ α < 0 for each x ∈ Rn with ‖x‖2 = 1. (3.35b)

(b) If A and QA are positive definite (respectively negative definite, or indefinite), then
there exists ǫ > 0 such that each symmetric real n×n matrix B with ‖A−B‖HS < ǫ
is also positive definite (respectively negative definite, or indefinite).

(c) If A and QA are indefinite, then there exists ǫ > 0 and a, b ∈ Rn with ‖a‖2 = ‖b‖2 =
1 such that, for each symmetric real n× n matrix B with ‖A−B‖HS < ǫ and each
0 6= λ ∈ R, it holds that QB(λa) > 0 and QB(λb) < 0.

Proof. (a): We consider the positive definite case; the negative definite case is proved
completely analogously. First note that (3.35a) implies that A and QA are positive
definite according to Lem. 3.22(b). Conversely, assume that A and QA are positive
definite. The 1-sphere S1(0) = {x ∈ Rn : ‖x‖2 = 1} is a closed and bounded subset
of Rn and, hence, compact. Since QA is continuous, it must assume its min on S1(0)
according to Th. 3.8, i.e. there is α ∈ R and xα ∈ S1(0) such that QA(xα) = α and
QA(x) ≥ α for each x ∈ Rn with ‖x‖2 = 1. Since QA is positive definite, α > 0, proving
(3.35a).

(b) and (c): We begin by employing (3.35a) to show (b) for A and QA being positive
definite (employing (3.35b), the case of A and QA being negative definite can be treated
completely analogously). If A and QA are positive definite, then there is α > 0 such
that (3.35a) holds. Choose ǫ := α/2. If B is a symmetric real n × n matrix with
‖A− B‖HS < ǫ, then, using Lem. 3.22(c), for each x ∈ Rn with ‖x‖2 = 1:

|QA(x)−QB(x)| = |QA−B(x)| ≤ ‖A− B‖HS < ǫ =
α

2
. (3.36)

Since QA(x) ≥ α > 0, this implies QB(x) ≥ α/2 > 0 for each x ∈ Rn with ‖x‖2 = 1.
Due to (a), this proves that B is positive definite. Now consider the case that A and QA
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are indefinite. Then there are 0 6= a, b ∈ Rn such that QA(a) > 0 and QA(b) < 0. By
normalizing and using Lem. 3.22(a), one can even additionally assume ‖a‖2 = ‖b‖2 = 1.
Set α := min{QA(a), |QA(b)|}. Then α > 0. If ǫ := α/2 and B is a symmetric real
n × n matrix with ‖A − B‖HS < ǫ, then, as above, (3.36) holds for each x ∈ Rn with
‖x‖2 = 1. In particular, QB(a) ≥ α/2 > 0 and QB(b) ≤ −α/2 < 0, showing that
QB is indefinite, concluding the proof of (b). To complete the proof of (c) as well, it
merely remains to remark that, for each 0 6= λ ∈ R, one has QB(λa) ≥ λ2α/2 > 0 and
QB(λb) ≤ −λ2α/2 < 0. �

3.5 Extreme Values and Stationary Points of Differentiable
Functions

Definition 3.26. Let G ⊆ Rn, n ∈ N, f : G −→ K, and let ξ be an interior point of
G. If all first partials of f exist in ξ, then ξ is called a stationary or critical point of f
if, and only if,

∇ f(ξ) = 0. (3.37)

—

The following Th. 3.27 generalizes [Phi25, Th. 9.14] to functions defined on subsets of
Rn:

Theorem 3.27. Let G ⊆ Rn, n ∈ N, f : G −→ R, and let ξ be an interior point of
G. If all first partials of f exist in ξ and f has a local min or max at ξ, then ξ is a
stationary point of f , i.e. ∇ f(ξ) = 0.

Proof. Since ξ is an interior point of G and since f has a local min or max at ξ, there
is ǫ > 0 such that Bǫ(ξ) ⊆ G and such that f(ξ) ≤ f(x) for each x ∈ Bǫ(ξ) or such
that f(ξ) ≥ f(x) for each x ∈ Bǫ(ξ). Let j ∈ {1, . . . , n}. Then there is δ > 0 such that
(ξ1, . . . , ξj−1, t, ξj+1, . . . , ξn) ∈ Bǫ(ξ) for each t ∈]ξj−δ, ξj+δ[. Thus, the one-dimensional
function g : ]ξj − δ, ξj + δ[−→ R, g(t) := f(ξ1, . . . , ξj−1, t, ξj+1, . . . , ξn), has a local min or
max at ξj, and, since ∂jf(ξ) exists, g is differentiable in ξj, implying 0 = g′(ξj) = ∂jf(ξ)
according to [Phi25, Th. 9.14]. Since j ∈ {1, . . . , n} was arbitrary, ∇ f(ξ) = 0. �

One already knows from simple one-dimensional examples such as f : R −→ R, f(x) :=
x3 and ξ = 0 that ∇ f(ξ) = 0 is not a sufficient condition for f to have a local extreme
value at ξ. However, the following Th. 3.28 does provide such sufficient conditions.

Theorem 3.28. Let G ⊆ Rn be open, n ∈ N, f : G −→ R, f ∈ C2(G), and let ξ ∈ G
be a stationary point of f . Then, in the following cases, one can use the Hessian matrix
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Hf (ξ) to determine if f has a local extreme value at ξ:

Hf (ξ) positive definite ⇒ f has a strict local min at ξ, (3.38a)

Hf (ξ) negative definite ⇒ f has a strict local max at ξ, (3.38b)

Hf (ξ) indefinite ⇒ f does not have a local extreme value at ξ. (3.38c)

Proof. Since G is open, there is ǫ > 0 such that ξ + h ∈ G for each h ∈ Rn with
‖h‖2 < ǫ. For each such h, by an application of Taylor’s Th. 3.15 with m = 1, we obtain
the existence of θ ∈]0, 1[ satisfying

f(ξ + h) = f(ξ) + h · ∇ f(ξ) +
1

2

n∑

k,l=1

∂k∂lf(ξ + θh)hkhl

= f(ξ) +
htHf (ξ + θh)h

2
= f(ξ) +

QHf (ξ+θh)(h)

2
. (3.39)

Rewriting (3.39), one gets

f(ξ + h)− f(ξ) =
QHf (ξ+θh)(h)

2
. (3.40)

Note that the assumed continuity of the functions ∂k∂lf : G −→ R (k, l ∈ {1, . . . , n})
implies the continuity of Hf : G −→ Rn2

, x 7→ Hf (x) (the ∂k∂lf are the coordinate
functions of Hf ). Thus, if Hf (ξ) is positive definite, then, by Prop. 3.25(b), there is
δ > 0 such that ‖h‖2 < ǫ and ‖Hf (ξ) − Hf (ξ + θh)‖HS < δ imply that Hf (ξ + θh) is
also positive definite. Moreover, the continuity of Hf means that there exists 0 < α < ǫ
such that ‖h‖2 < α implies ‖Hf (ξ) − Hf (ξ + θh)‖HS < δ for each θ ∈]0, 1[. For such
h 6= 0, the right-hand side of (3.40) must be positive, showing that f has a strict
local min at ξ (f(ξ) < f(x) for each x ∈ Bα,‖·‖2(ξ) \ {ξ}). For Hf (ξ) being negative
definite, an analogous argument shows that f has a strict max at ξ. Similarly, if Hf (ξ)
is indefinite, then, by Prop. 3.25(c), there is δ > 0 and a, b ∈ Rn with ‖a‖2 = ‖b‖2 = 1
such that, ‖h‖2 < ǫ and ‖Hf (ξ) − Hf (ξ + θh)‖HS < δ imply that QHf (ξ+θh)(λa) > 0
and QHf (ξ+θh)(λb) < 0 for each 0 6= λ ∈ R. The continuity of Hf provides some
0 < α < ǫ such that ‖h‖2 < α implies ‖Hf (ξ) − Hf (ξ + θh)‖HS < δ for each θ ∈]0, 1[.
For each 0 < λ < α, we get ‖λa‖2 < α and ‖λb‖2 < α, such that (3.40) implies
f(ξ + λb) < f(ξ) < f(ξ + λa), i.e. f has neither a local min nor a local max at ξ. �

Example 3.29. Consider the case n = 2, i.e. the case of a C2 function f : G −→ R, G
being an open subset of R2. Let (x0, y0) ∈ G be a stationary point of f . Then, according
to Example 3.24, the definiteness of the Hessian matrix Hf (x0, y0) is determined by the
sign of

detHf (x0, y0) = ∂x∂xf(x0, y0)∂y∂yf(x0, y0)−
(
∂x∂yf(x0, y0)

)2
(3.41)
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(which, by definition, is the same as the discriminant of the corresponding quadratic
form QHf (x0,y0)). If detHf (x0, y0) > 0, then Th. 3.28 tells us that f has a strict local
extreme value at (x0, y0): If ∂x∂xf(x0, y0) > 0, then, by Example 3.24, Hf (x0, y0) is
positive definite and f has as strict local min at (x0, y0); if ∂x∂xf(x0, y0) < 0, then, by
Example 3.24, Hf (x0, y0) is negative definite and f has as strict local max at (x0, y0). If
detHf (x0, y0) < 0, then Hf (x0, y0) is indefinite according to Example 3.24, and Th. 3.28
yields that f has neither a local max nor a local min at (x0, y0). Such a stationary point,
where detHf (x0, y0) < 0, is called a saddle point – in a neighborhood of such a point,
the graph of f is shaped like a saddle. In the remaining case, namely detHf (x0, y0) =
0, one knows from Example 3.24 that Hf (x0, y0) is positive semidefinite or negative
semidefinite. In this case, Th. 3.28 does not provide any information, i.e., without
further investigation, one can not say if f does or does not have an extreme value at
(x0, y0).

Let us look at two concrete cases:

(a) Consider f : R2 −→ R, f(x, y) := x2+y2. Then∇ f(x, y) = (2x, 2y) andHf (x, y) =(
2 0
0 2

)

. Thus, (0, 0) is the only stationary point of f . Since detHf (0, 0) = 4 > 0

and ∂x∂xf(0, 0) = 2 > 0, f has a strict local min at (0, 0) and this is the only point,
where f has a local extreme value. Moreover, since f(x, y) > 0 for (x, y) 6= (0, 0),
f also has a strict global min at (0, 0).

(b) Consider f : R2 −→ R, f(x, y) := x2 − y2. Then ∇ f(x, y) = (2x,−2y) and

Hf (x, y) =

(
2 0
0 −2

)

. Thus, (0, 0) is the only stationary point of f . Here, one

has detHf (0, 0) = −4 < 0, i.e. f does not have a local min or max at (0, 0) (or
anywhere else). Thus, (0, 0) is an example of a saddle point.

—

Let us summarize the general strategy for determining extreme values of differentiable
functions f defined on a set G: One starts by seeking all stationary points of f , that
means the points ξ, where ∇ f(ξ) = 0. Every min or max of f that lies in the interior
of G must be included in the set of stationary points. To investigate if a stationary
point is, indeed, a max or a min, one will compute the Hessian matrix Hf at this point,
and one will determine the definiteness properties of Hf . Then one can use Th. 3.28 to
decide if the stationary point is a max, a min, or neither, except for cases, where Hf is
only (positive or negative) semidefinite, in which case Th. 3.28 does not help and one
has to resort to other means (which can be difficult). As is already know from functions
defined on G ⊆ R, one also has to investigate the behavior of f at the boundary of
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G if one wants to find out if one of the local extrema is actually a global extremum.
Moreover, if f is defined on ∂G, then ∂G might contain further local extrema of f .

4 The Riemann Integral on Intervals in Rn

4.1 Definition and Simple Properties

In generalization of [Phi25, Sec. 10], we will define Riemann integrals for suitable func-
tions f : I −→ R, where I = [a, b] (as defined in (1.5b)) is a subset of Rn, a, b ∈ Rn,
a ≤ b.

In generalization of [Phi25, Sec. 10], given a nonnegative function f : I −→ R+
0 , we aim

to compute the (n + 1)-dimensional volume
∫

I
f of the set “under the graph” of f , i.e.

of the set

{
(x1, . . . , xn, xn+1) ∈ Rn+1 : (x1, . . . , xn) ∈ I and 0 ≤ xn+1 ≤ f(x1, . . . , xn)

}
. (4.1)

This (n+1)-dimensional volume
∫

I
f (if it exists) will be called the integral of f over I.

Moreover, for functions f : I −→ R that are not necessarily nonnegative, we would like
to count volumes of sets of the form (4.1) (which are below the graph of f and above
the set I ∼=

{
(x1, . . . , xn, 0) ∈ Rn+1 : (x1, . . . , xn) ∈ I

}
⊆ Rn+1) with a positive sign,

whereas we would like to count volumes of sets above the graph of f and below the set
I with a negative sign. In other words, making use of the positive and negative parts
f+ = max(f, 0) and f− = max(−f, 0) of f = f+ − f−, the integral needs to satisfy

∫

I

f =

∫

I

f+ −
∫

I

f−. (4.2)

As in [Phi25, Sec. 10], we restrict ourselves to bounded functions f : I −→ R.

As in [Phi25, Sec. 10.1], the basic idea for the definition of the Riemann integral
∫

I
f is

to decompose the interval I into small intervals I1, . . . , IN and approximate
∫

I
f by the

finite sum
∑N

j=1 f(xj)|Ij|, where xj ∈ Ij and |Ij| denotes the volume of the interval Ij.

Define
∫

I
f as the limit of such sums as the size of the Ij tends to zero (if the limit exists).

However, to carry out this idea precisely and rigorously is somewhat cumbersome, for
example due to the required notation.

As each n-dimensional interval I is a product of one-dimensional intervals, we will obtain
our decompositions of I from decompositions of one-dimensional intervals (the sides of
I).
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Definition 4.1. In generalization of [Phi25, Def. 10.2], if a, b ∈ Rn, n ∈ N, a ≤ b, and
I := [a, b] = [a1, b1]× · · · × [an, bn], then we call

|I| :=
n∏

j=1

(bj − aj) =
n∏

j=1

|aj − bj| =
n∏

j=1

|Ij| (Ij := [aj, bj ]), (4.3)

the (n-dimensional) size, volume, or measure of I.

Definition 4.2. Recall the notion of partition for a 1-dimensional interval [a, b] ⊆ R

from [Phi25, Def. 10.3]. We now generalize this notion to n-dimensional intervals, n ∈ N:
Given an interval I := [a, b] ⊆ Rn, a, b ∈ Rn, a < b, i.e. I = [a, b] = [a1, b1]×· · ·× [an, bn],
a partition ∆ of I is given by (1-dimensional) partitions ∆k = (xk,0, . . . , xk,Nk

) of [ak, bk],
k ∈ {1, . . . , n}, Nk ∈ N. Given such a partition ∆ of I, for each (k1, . . . , kn) ∈ P (∆) :=
∏n

k=1{1, . . . , Nk}, define

I(j1,...,jn) :=
n∏

k=1

[xk,jk−1, xk,jk ] = [x1,j1−1, x1,j1 ]× · · · × [xn,jn−1, xn,jn ]. (4.4)

The number

|∆| := max
{
|∆k| : k ∈ {1, . . . , n}

}

= max
{
xk,l − xk,l−1 : k ∈ {1, . . . , n}, l ∈ {1, . . . , Nk}

}
, (4.5)

is called the mesh size of ∆.

Moreover, if each ∆k is tagged by (tk,1, . . . , tk,Nk
) ∈ RNk such that tk,j ∈ [xk,j−1, xk,j] for

each j ∈ {1, . . . , Nj}, then ∆ is tagged by (tp)p∈P (∆), where

t(j1,...,jn) := (t1,j1 , . . . , tn,jn) ∈ I(j1,...,jn) for each (j1, . . . , jn) ∈ P (∆). (4.6)

Remark 4.3. If ∆ is a partition of I = [a, b] ⊆ Rn, n ∈ N, a, b ∈ Rn, a < b, as in Def.
4.2 above, then

I =
⋃

p∈P (∆)

Ip (4.7)

and
|Ip ∩ Iq| = 0 for each p, q ∈ P (∆) such that p 6= q, (4.8)

since, for p 6= q, Ip ∩ Iq is either empty or it is an interval such that one side consists of
precisely one point. Moreover, as a consequence of (4.7) and (4.8):

|I| =
∑

p∈P (∆)

|Ip|. (4.9)
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Definition 4.4. Consider an interval I := [a, b] ⊆ Rn, n ∈ N, a, b ∈ Rn, a < b, with a
partition ∆ of I as in Def. 4.2. In generalization of [Phi25, Def. 10.4], given a function
f : I −→ R that is bounded, define, for each p ∈ P (∆),

mp := mp(f) := inf{f(x) : x ∈ Ip}, Mp :=Mp(f) := sup{f(x) : x ∈ Ip}, (4.10)

and

r(∆, f) :=
∑

p∈P (∆)

mp|Ip|, (4.11a)

R(∆, f) :=
∑

p∈P (∆)

Mp|Ip|, (4.11b)

where r(∆, f) is called the lower Riemann sum and R(∆, f) is called the upper Riemann
sum associated with ∆ and f . If ∆ is tagged by τ := (tp)p∈P (∆), then we also define the
intermediate Riemann sum

ρ(∆, f) :=
∑

p∈P (∆)

f(tp)|Ip|. (4.11c)

Definition 4.5. Let I = [a, b] ⊆ Rn be an interval, a, b ∈ Rn, n ∈ N, a < b, and suppose
f : I −→ R is bounded.

(a) Define

J∗(f, I) := sup
{
r(∆, f) : ∆ is a partition of I

}
, (4.12a)

J∗(f, I) := inf
{
R(∆, f) : ∆ is a partition of I

}
. (4.12b)

We call J∗(f, I) the lower Riemann integral of f over I and J∗(f, I) the upper
Riemann integral of f over I.

(b) The function f is called Riemann integrable over I if, and only if, J∗(f, I) = J∗(f, I).
If f is Riemann integrable over I, then

∫

I

f(x) dx :=

∫

I

f := J∗(f, I) = J∗(f, I) (4.13)

is called the Riemann integral of f over I. The set of all functions f : I −→ R that
are Riemann integrable over I is denoted by R(I,R) or just by R(I).

(c) The function g : I −→ C is called Riemann integrable over I if, and only if, both
Re g and Im g are Riemann integrable. The set of all Riemann integrable functions
g : I −→ C is denoted by R(I,C). If g ∈ R(I,C), then

∫

I

g :=

(∫

I

Re g,

∫

I

Im g

)

=

∫

I

Re g + i

∫

I

Im g ∈ C (4.14)

is called the Riemann integral of g over I.
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Remark 4.6. If I and f are as before, then (4.10) implies

mp(f) = −Mp(−f) and mp(−f) = −Mp(f), (4.15a)

(4.11) implies

r(∆, f) = −R(∆,−f) and r(∆,−f) = −R(∆, f), (4.15b)

and (4.12) implies

J∗(f, I) = −J∗(−f, I) and J∗(−f, I) = −J∗(f, I). (4.15c)

Example 4.7. Let I = [a, b] ⊆ Rn be an interval, a, b ∈ Rn, n ∈ N, a < b.

(a) Analogous to [Phi25, Ex. 10.7(a)], if f : I −→ R is constant, i.e. f ≡ c with c ∈ R,
then f ∈ R(I) and ∫

I

f = c |I| : (4.16)

We have, for each partition ∆ of I,

r(∆, f) =
∑

p∈P (∆)

mp|Ip| = c
∑

p∈P (∆)

|Ip|
(4.9)
= c |I| =

∑

p∈P (∆)

Mp|Ip| = R(∆, f), (4.17)

proving J∗(f, I) = c |I| = J∗(f, I).

(b) An example of a function that is not Riemann integrable is given by the n-dimen-
sional version of the Dirichlet function of [Phi25, Ex. 10.7(b)], i.e. by

f : I −→ R, f(x) :=

{

0 for x ∈ I \Qn,

1 for x ∈ I ∩Qn.
(4.18)

Since r(∆, f) = 0 and R(∆, f) =
∑

p∈P (∆) |Ip| = |I| for every partition ∆ of I, one

obtains J∗(f, I) = 0 6= |I| = J∗(f, I), showing that f /∈ R(I).

—

For a general characterization of Riemann integrable functions, see [Phi17, Th. 2.26(b)].

Definition 4.8. Recall the notions of refinement and superposition of partitions of a 1-
dimensional interval [a, b] ⊆ R from [Phi25, Def. 10.8]. We now generalize both notions
to partitions of n-dimensional intervals, n ∈ N:
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(a) If ∆ is a partition of [a, b] ⊆ Rn, n ∈ N, a, b ∈ Rn, a < b, as in Def. 4.2, then another
partition ∆′ of [a, b] given by partitions ∆′

k of [ak, bk], k ∈ {1, . . . , n}, respectively,
is called a refinement of ∆ if, and only if, each ∆′

k is a (1-dimensional) refinement
of ∆k in the sense of [Phi25, Def. 10.8(a)].

(b) If ∆ and ∆′ are partitions of [a, b] ⊆ Rn, n ∈ N, a, b ∈ Rn, a < b, then the
superposition ∆+∆′ is given by the (1-dimensional) superpositions ∆k +∆′

k of the
[ak, bk] in the sense of [Phi25, Def. 10.8(b)]. Note that the superposition of ∆ and
∆′ is always a common refinement of ∆ and ∆′.

Lemma 4.9. Let n ∈ N, a, b ∈ Rn, a < b, I := [a, b], and suppose f : I −→ R is
bounded with M := ‖f‖sup ∈ R+

0 . Let ∆
′ be a partition of I and define

α :=
n∑

k=1

#
(
ν(∆′

k) \ {ak, bk}
)

(4.19)

i.e. α is the number of interior nodes that occur in the ∆′
k. Then, for each partition ∆

of I, the following holds:

r(∆, f) ≤ r(∆ +∆′, f) ≤ r(∆, f) + 2αMφ(I)|∆|, (4.20a)

R(∆, f) ≥ R(∆ +∆′, f) ≥ R(∆, f)− 2αMφ(I)|∆|, (4.20b)

where

φ(I) := max

{ |I|
bk − ak

: k ∈ {1, . . . , n}
}

(4.21)

is the maximal volume of the (n− 1)-dimensional faces of I.

Proof. We carry out the proof of (4.20a) – the proof of (4.20b) can be conducted com-
pletely analogous. Consider the case α = 1. Then there is a unique k0 ∈ {1, . . . , n} such
that there exists ξ ∈ ν(∆′

k0
) \ {ak0 , bk0}. If ξ ∈ ν(∆k0), then ∆ + ∆′ = ∆, and (4.20a)

is trivially true. If ξ /∈ ν(∆k0), then xk0,l−1 < ξ < xk0,l for a suitable l ∈ {1, . . . , Nk0}.
Recalling the notation from Def. 4.2, we let

Pl(∆) :=
{
(j1, . . . , jn) ∈ P (∆) : jk0 = l

}
, (4.22)

and define, for each (j1, . . . , jn) ∈ Pl(∆),

I ′j1,...,jn :=

k0−1∏

k=1

[xk,jk−1, xk,jk ]× [xk0,l−1, ξ]×
n∏

k=k0+1

[xk,jk−1, xk,jk ], (4.23a)

I ′′j1,...,jn :=

k0−1∏

k=1

[xk,jk−1, xk,jk ]× [ξ, xk0,l]×
n∏

k=k0+1

[xk,jk−1, xk,jk ], (4.23b)
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and

m′
p := inf{f(x) : x ∈ I ′p}, m′′

p := inf{f(x) : x ∈ I ′′p} for each p ∈ Pl(∆). (4.24)

Then we obtain

r(∆ +∆′, f)− r(∆, f) =
∑

p∈Pl(∆)

(
m′

p |I ′p|+m′′
p |I ′′p | −mp |Ip|

)

=
∑

p∈Pl(∆)

(
(m′

p −mp) |I ′p|+ (m′′
p −mp) |I ′′p |

)
. (4.25)

Together with the observation

0 ≤ m′
p −mp ≤ 2M, 0 ≤ m′′

p −mp ≤ 2M, (4.26)

(4.25) implies

0 ≤ r(∆ +∆′, f)− r(∆, f) ≤ 2M
∑

p∈Pl(∆)

|Ip| = 2M (xk0,l − xk0,l−1)
|I|

bk0 − ak0

≤ 2M |∆k0|φ(I) ≤ 2M |∆|φ(I). (4.27)

The general form of (4.20a) now follows by an induction on α. �

Theorem 4.10. Let n ∈ N, a, b ∈ Rn, a < b, I := [a, b], and let f : I −→ R be bounded.

(a) Suppose ∆ and ∆′ are partitions of I such that ∆′ is a refinement of ∆. Then

r(∆, f) ≤ r(∆′, f), R(∆, f) ≥ R(∆′, f). (4.28)

(b) For arbitrary partitions ∆ and ∆′, the following holds:

r(∆, f) ≤ R(∆′, f). (4.29)

(c) J∗(f, I) ≤ J∗(f, I).

(d) For each sequence of partitions (∆k)k∈N of I such that limk→∞ |∆k| = 0, one has

lim
k→∞

r(∆k, f) = J∗(f, I), lim
k→∞

R(∆k, f) = J∗(f, I). (4.30)

In particular, if f ∈ R(I), then

lim
k→∞

r(∆k, f) = lim
k→∞

R(∆k, f) =

∫

I

f, (4.31a)

and if f ∈ R(I) and the ∆k are tagged, then also

lim
k→∞

ρ(∆k, f) =

∫

I

f. (4.31b)
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(e) If there exists α ∈ R such that

α = lim
k→∞

ρ(∆k, f) (4.32)

for each sequence of tagged partitions (∆k)k∈N of I such that limk→∞ |∆k| = 0, then
f ∈ R(I) and α =

∫

I
f .

Proof. (a): If ∆′ is a refinement of ∆, then ∆′ = ∆ + ∆′. Thus, (4.28) is immediate
from (4.20).

(b): This also follows from (4.20):

r(∆, f)
(4.20a)

≤ r(∆ +∆′, f)
(4.11)

≤ R(∆ +∆′, f)
(4.20b)

≤ R(∆′, f). (4.33)

(c): One just combines (4.12) with (b).

(d): Let (∆k)k∈N be a sequence of partitions of I such that limk→∞ |∆k| = 0, and let
∆′ be an arbitrary partition of I with numbers α, M , and φ(I) defined as in Lem. 4.9.
Then, according to (4.20a):

r(∆k, f) ≤ r(∆k +∆′, f) ≤ r(∆k, f) + 2αMφ(I)|∆k| for each k ∈ N. (4.34)

From (b), we conclude the sequence
(
r(∆k, f)

)

k∈N
is bounded. Recall from [Phi25, Th.

7.27] that each bounded sequence (tk)k∈N in R has a smallest cluster point t∗ ∈ R,
and a largest cluster point t∗ ∈ R. Moreover, by [Phi25, Prop. 7.26], there exists at
least one subsequence converging to t∗ and at least one subsequence converging to t∗,
and, in particular, the sequence converges if, and only if, t∗ = t∗ = limk→∞ tk. We can
apply this to the present situation: Suppose (r(∆kl , f))l∈N is a converging subsequence
of (r(∆k, f))k∈N with

β := lim
l→∞

r(∆kl , f). (4.35)

First note β ≤ J∗(f, I) due to the definition of J∗(f, I). Moreover, (4.34) implies
liml→∞ r(∆kl + ∆′, f) = β. Since r(∆′, f) ≤ r(∆kl + ∆′, f) and ∆′ is arbitrary, we
obtain J∗(f, I) ≤ β, i.e. J∗(f, I) = β. Thus, we have shown that every subsequence of
(r(∆k, f))k∈N converges to β, showing

J∗(f, I) = β = lim
k→∞

r(∆k, f) (4.36)

as claimed. In the same manner, one conducts the proof of J∗(f, I) = limk→∞R(∆k, f).
Then (4.31a) is immediate from the definition of Riemann integrability, and (4.31b)
follows from (4.31a), since (4.11) implies

r(∆, f) ≤ ρ(∆, f) ≤ R(∆, f) (4.37)
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for each tagged partition ∆ of I.

(e): Due to the definition of inf and sup,

∀
∅6=A⊆I

∀
ǫ>0

∃
t∗∈A

f(t∗) < inf{f(x) : x ∈ A}+ ǫ, (4.38a)

∀
∅6=A⊆I

∀
ǫ>0

∃
t∗∈A

f(t∗) > sup{f(x) : x ∈ A} − ǫ. (4.38b)

In consequence, for each partition ∆ of I and each ǫ > 0, there are tags τ∗ := (tp,∗)p∈P (∆)

and τ ∗ := (t∗p)p∈P (∆) such that

ρ(∆, τ∗, f) < r(∆, f) + ǫ ∧ ρ(∆, τ ∗, f) > R(∆, f)− ǫ. (4.39)

Now let (∆k)k∈N be a sequence of partitions of I such that limk→∞ |∆k| = 0. According
to the above, for each ∆k, there are tags τ k∗ := (tkp,∗)p∈P (∆k) and τ

k,∗ := (tk,∗p )p∈P (∆k) such
that

∀
k∈N

(

ρ(∆k, τ k∗ , f) < r(∆k, f) +
1

k
∧ ρ(∆k, τ k,∗, f) > R(∆k, f)− 1

k

)

. (4.40)

Thus,

J∗(f, I)
(4.30)
= lim

k→∞
r(∆k, f)

(∗)
= lim

k→∞
ρ(∆k, τ k∗ , f) = α = lim

k→∞
ρ(∆k, τ k,∗, f)

(∗∗)
= lim

k→∞
R(∆k, f)

(4.30)
= J∗(f, I), (4.41)

where, at (∗) and (∗∗), we used (4.37), (4.40), and the Sandwich theorem [Phi25, Th.
7.16]. Since (4.41) establishes both f ∈ R(I) and α =

∫

I
f , the proof is complete. �

Definition 4.11. If A is any set and B ⊆ A, then

χB : A −→ {0, 1}, χB(x) :=

{

1 for x ∈ B,

0 for x /∈ B,
(4.42)

is called the characteristic function of B.

Theorem 4.12. Let n ∈ N, a, b ∈ Rn, a < b, I := [a, b].

(a) The integral is linear (cf. [Phi25, Th. 10.11(a)]): More precisely, if f, g ∈ R(I,K)
and λ, µ ∈ K, then λf + µg ∈ R(I,K) and

∫

I

(λf + µg) = λ

∫

I

f + µ

∫

I

g. (4.43)
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(b) If c, d ∈ Rn, c < d, and J := [c, d] ⊆ I, then the characteristic function χ]c,d[ is
Riemann integrable over I and

∫

I

χ]c,d[ = |J |. (4.44)

(c) Monotonicity of the Integral (cf. [Phi25, Th. 10.11(c)]): If f, g : I −→ R are
bounded and f ≤ g, then J∗(f, I) ≤ J∗(g, I) and J

∗(f, I) ≤ J∗(g, I). In particular,
if f, g ∈ R(I), then ∫

I

f ≤
∫

I

g. (4.45)

(d) Triangle Inequality (cf. [Phi25, Th. 10.11(d)]): For each f ∈ R(I,C), one has

∣
∣
∣
∣

∫

I

f

∣
∣
∣
∣
≤
∫

I

|f |. (4.46)

(e) Mean Value Theorem for Integration (cf. [Phi25, Th. 10.11(e)]): If f ∈ R(I) and
there exist numbers m,M ∈ R such that m ≤ f ≤M , then

m |I| ≤
∫

I

f ≤M |I|. (4.47)

The theorem’s name comes from the fact that |I|−1
∫

I
f is sometimes referred to as

the mean value of f on I.

Proof. (a): First, consider K = R, i.e. f, g : I −→ R and λ, µ ∈ R. Let (∆k)k∈N be a
sequence of tagged partitions of I such that limk→∞ |∆k| = 0. According to (4.11c), we
have, for each k ∈ N,

ρ(∆k, λf + µg) = λ
∑

p∈P (∆k)

f(tkp)|Ikp |+ µ
∑

p∈P (∆k)

g(tkp)|Ikp | = λ ρ(∆k, f) + µ ρ(∆k, g).

(4.48)
Thus, if f and g are both Riemann integrable over I, then we obtain

lim
k→∞

ρ(∆k, λf + µg)
(4.31b)
= λ

∫

I

f + µ

∫

I

g. (4.49)

Since (4.49) holds for each sequence (∆k)k∈N of tagged partitions of I with limk→∞ |∆k|
= 0, λf + µg is integrable and (4.43) holds by Th. 4.10(e), completing the case K = R.
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It remains to consider f, g ∈ R(I,C) and λ, µ ∈ C. One computes, using the real-valued
case,

∫

I

(λf) =

(∫

I

(ReλRe f − Imλ Im f),

∫

I

(Reλ Im f + ImλRe f)

)

=

(

Reλ

∫

I

Re f − Imλ

∫

I

Im f, Reλ

∫

I

Im f + Imλ

∫

I

Re f

)

= λ

∫

I

f (4.50a)

and
∫

I

(f + g) =

(∫

I

Re(f + g),

∫

I

Im(f + g)

)

=

(∫

I

Re f +

∫

I

Re g,

∫

I

Im g +

∫

I

Im g

)

=

(∫

I

Re f,

∫

I

Im f

)

+

(∫

I

Re g,

∫

I

Im g

)

=

∫

I

f +

∫

I

g. (4.50b)

(b): If we define the partition ∆ of I by letting the partition ∆j of [aj, bj ] be given
by the node vector ν(∆j) := {aj, cj, dj, bj}, then there is p ∈ P (∆) such that Ip = J .
Moreover,

mq(χ]c,d[) =Mq(χ]c,d[) =

{

1 for q = p,

0 for q ∈ P (∆) \ {p}. (4.51)

Thus,

J∗(χ]c,d[, I) ≥ r(∆, χ]c,d[) =
∑

q∈P (∆)

mq(χ]c,d[)|Iq| = |Ip| = |J | =
∑

q∈P (∆)

Mq(χ]c,d[)|Iq|

≥ J∗(χ]c,d[, I) ≥ J∗(χ]c,d[, I), (4.52)

proving χ]c,d[ ∈ R(I) as well as (4.44).

(c): If f, g : I −→ R are bounded and f ≤ g, then, for each partition ∆ of I, r(∆, f) ≤
r(∆, g) and R(∆, f) ≤ R(∆, g) are immediate from (4.11). As these inequalities are
preserved when taking the sup and the inf, respectively, all claims of (c) are established.

(d): We will see in Th. 4.15(b) below, that f ∈ R(I,K) implies |f | ∈ R(I). Let ∆
be an arbitrary partition of I. Then we obtain the following estimate of intermediate
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Riemann sums (cf. (4.11c)):

∣
∣
∣

(
ρ(∆,Re f), ρ(∆, Im f)

)
∣
∣
∣ :=

∣
∣
∣
∣
∣
∣




∑

p∈P (∆)

Re f(ξp) |Ip|,
∑

p∈P (∆)

Im f(ξp) |Ip|





∣
∣
∣
∣
∣
∣

≤
∑

p∈P (∆)

∣
∣
∣

(
Re f(ξp), Im f(ξp)

)
∣
∣
∣ |Ip|

=
∑

p∈P (∆)

|f(ξp)| |Ip| = ρ(∆, |f |). (4.53)

Since the intermediate Riemann sums in (4.53) converge to the respective integrals by
(4.31b), one obtains

∣
∣
∣
∣

∫

I

f

∣
∣
∣
∣
= lim

|∆|→0

∣
∣
∣

(
ρ(∆,Re f), ρ(∆, Im f)

)
∣
∣
∣

(4.53)

≤ lim
|∆|→0

ρ(∆, |f |) =
∫

I

|f |, (4.54)

proving (4.46).

(e): We compute

m |I| Ex. 4.7(a)
=

∫

I

m
(c)

≤
∫

I

f
(c)

≤
∫

I

M
Ex. 4.7(a)

= M |I|, (4.55)

thereby establishing the case. �

The following Th. 4.13 is in generalization of [Phi25, Th. 10.12]:

Theorem 4.13 (Riemann’s Integrability Criterion). Let I = [a, b] ⊆ Rn be an interval,
a, b ∈ Rn, n ∈ N, a < b, and suppose f : I −→ R is bounded. Then f is Riemann
integrable over I if, and only if, for each ǫ > 0, there exists a partition ∆ of I such that

R(∆, f)− r(∆, f) < ǫ. (4.56)

Proof. Suppose, for each ǫ > 0, there exists a partition ∆ of I such that (4.56) is
satisfied. Then

J∗(f, I)− J∗(f, I) ≤ R(∆, f)− r(∆, f) < ǫ, (4.57)

showing J∗(f, I) ≤ J∗(f, I). As the opposite inequality always holds, we have J∗(f, I) =
J∗(f, I), i.e. f ∈ R(I) as claimed. Conversely, if f ∈ R(I) and (∆k)k∈N is a sequence of
partitions of I with limk→∞ |∆k| = 0, then (4.31a) implies that, for each ǫ > 0, there is
N ∈ N such that R(∆k, f)− r(∆k, f) < ǫ for each k > N . �
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Theorem 4.14. In generalization of [Phi25, Th. 10.15(a)], if f : I −→ C is continuous,
I = [a, b] ⊆ Rn, a, b ∈ Rn, n ∈ N, a < b, then f is Riemann integrable over I.

Proof. As f is continuous if, and only if, Re f and Im f are both continuous, it suffices
to consider a real-valued continuous f . Let f : I −→ R be continuous. First note that
I is compact and, thus, f is bounded by Th. 3.8. As all norms on Rn are equivalent,
in particular, f is continuous with respect to the max-norm on Rn. Moreover, f is
even uniformly continuous due to Th. 3.9. Thus, given ǫ > 0, there is δ > 0 such that
‖x− y‖max < δ implies |f(x)− f(y)| < ǫ/|I|. Then, for each partition ∆ of I satisfying
|∆| < δ, we obtain

R(∆, f)− r(∆, f) =
∑

p∈P (∆)

(Mp −mp)|Ip| ≤
ǫ

|I|
∑

p∈P (∆)

|Ip| = ǫ, (4.58)

as |∆| < δ implies ‖x− y‖max < δ for each x, y ∈ Ip and each p ∈ P (∆). Finally, (4.58)
implies f ∈ R(I) due to Riemann’s integrability criterion of Th. 4.13. �

The following Th. 4.15 generalizes the assertions of [Phi25, Th. 10.17] from functions
on 1-dimensional intervals to functions on n dimensional intervals, n ∈ N:

Theorem 4.15. Let n ∈ N, a, b ∈ Rn, a < b, I := [a, b].

(a) If f ∈ R(I,C) and φ : f(I) −→ K is Lipschitz continuous 1, then φ ◦ f ∈ R(I,K).

(b) If f ∈ R(I), then |f |, f 2, f+, f− ∈ R(I). In particular, we, indeed, have (4.2) from
the introduction. If, in addition, there exists δ > 0 such that f(x) ≥ δ for each
x ∈ I, then 1/f ∈ R(I). Moreover, |f | ∈ R(I) also holds for f ∈ R(I,C).

(c) If f, g ∈ R(I), then max(f, g),min(f, g) ∈ R(I). If f, g ∈ R(I,K), then f̄ , fg ∈
R(I,K). If, in addition, there exists δ > 0 such that |g(x)| ≥ δ for each x ∈ I, then
f/g ∈ R(I,K).

Proof. The following proofs are analogous to the respective 1-dimensional cases in
[Phi25, Th. 10.17].

(a): First, we carry out the proof for the case f ∈ R(I,C), φ : f(I) −→ R: Assume φ
to be L-Lipschitz, L ≥ 0. If f ∈ R(I,C), then Re f, Im f ∈ R(I,R), and, given ǫ > 0,
Riemann’s integrability criterion of Th. 4.13 provides partitions ∆1,∆2 of I such that
R(∆1,Re f) − r(∆1,Re f) < ǫ/2L, R(∆2, Im f) − r(∆2, Im f) < ǫ/2L, where R and r

1As already remarked in [Phi25, Th. 10.17(a)], it is a somewhat deeper result that φ ◦ f ∈ R(I,K)
still remains true if φ is merely continuous, see [Phi17, Th. D.12(a)]. However, if φ has just one point
of discontinuity, then φ ◦ f is no longer necessarily Riemann integrable, see [Phi17, Ex. D.14].
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denote upper and lower Riemann sums, respectively (cf. (4.11)). Letting ∆ be a joint
refinement of ∆1 and ∆2, we have (cf. Def. 4.8(a),(b) and Th. 4.10(a))

R(∆,Re f)− r(∆,Re f) < ǫ/2L, R(∆, Im f)− r(∆, Im f) < ǫ/2L. (4.59)

Recalling that, for each g : I −→ R, it is

r(∆, g) =
∑

p∈P (∆)

mp(g)|Ip|, (4.60a)

R(∆, g) =
∑

p∈P (∆)

Mp(g)|Ip|, (4.60b)

where P (∆) is according to Def. 4.2,

mp(g) := inf{g(x) : x ∈ Ip}, Mp(g) := sup{g(x) : x ∈ Ip}, (4.60c)

we obtain, for each ξp, ηp ∈ Ip,

∣
∣(φ ◦ f)(ξp)− (φ ◦ f)(ηp)

∣
∣

≤ L
∣
∣f(ξp)− f(ηp)

∣
∣
[Phi25, Th. 5.11(d)]

≤ L
∣
∣Re f(ξp)− Re f(ηp)

∣
∣+ L

∣
∣ Im f(ξp)− Im f(ηp)

∣
∣

≤ L
(
Mp(Re f)−mp(Re f)

)
+ L

(
Mp(Im f)−mp(Im f)

)
, (4.61)

and, thus,

R(∆, φ ◦ f)− r(∆, φ ◦ f) =
∑

p∈P (∆)

(
Mp(φ ◦ f)−mp(φ ◦ f)

)
|Ip|

(4.61)

≤
∑

p∈P (∆)

L
(
Mp(Re f)−mp(Re f)

)
|Ip|+

∑

p∈P (∆)

L
(
Mp(Im f)−mp(Im f)

)
|Ip|

= L
(
R(∆,Re f)− r(∆,Re f)

)
+ L

(
R(∆, Im f)− r(∆, Im f)

) (4.59)
< ǫ. (4.62)

Thus, φ ◦ f ∈ R(I,R) by Th. 4.13. We now prove (a) as stated, i.e. with φ C-valued:
Assume φ to be L-Lipschitz, L ≥ 0. For each x, y ∈ f(I), one has

|Reφ(x)− Reφ(y)|
[Phi25, Th. 5.11(d)]

≤ |φ(x)− φ(y)| ≤ L|x− y|, (4.63a)

| Imφ(x)− Imφ(y)|
[Phi25, Th. 5.11(d)]

≤ |φ(x)− φ(y)| ≤ L|x− y|, (4.63b)

showing Reφ and Imφ are L-Lipschitz, such that Re(φ ◦ f) and Im(φ ◦ f) are Riemann
integrable by the real-valued case treated above.
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(b): |f |, f 2, f+, f− ∈ R(I) follows from (a) (for |f | also for f ∈ R(I,C)), since each of
the maps x 7→ |x|, x 7→ x2, x 7→ max{x, 0}, x 7→ −min{x, 0} is Lipschitz continuous
on the bounded set f(I) (recall that f ∈ R(I) implies that f is bounded). Since
f = f+ − f−, (4.2) is implied by (4.43). Finally, if f(x) ≥ δ > 0, then x 7→ x−1 is
Lipschitz continuous on the bounded set f(I), and f−1 ∈ R(I) follows from (a).

(c): For f, g ∈ R(I), we note that, due to

fg =
1

4
(f + g)2 − (f − g)2, (4.64a)

max(f, g) = f + (g − f)+, (4.64b)

min(f, g) = g − (f − g)−, (4.64c)

everything is a consequence of (b). For f, g ∈ R(I,C), due to

f̄ = (Re f, − Im f), (4.65a)

fg = (Re f Re g − Im f Im g, Re f Im g + Im f Re g), (4.65b)

1/g = (Re g/|g|2, − Im g/|g|2), (4.65c)

everything follows from the real-valued case and from (b), where |g| ≥ δ > 0 guarantees
|g|2 ≥ δ2 > 0). �

4.2 Important Theorems

4.2.1 Fubini Theorem

In [Phi25, Sec. 10.2], we saw several important theorems often helpful in the evaluation of
one-dimensional Riemann integrals. The following Fubini Th. 4.17 allows to compute an
n-dimensional Riemann integral as an iteration of n one-dimensional Riemann integrals.

Definition 4.16. Let I = [a, b] ⊆ Rn be an interval, a, b ∈ Rn, n ∈ N, a < b, and
suppose f : I −→ C is bounded (i.e. both Re f and Im f are bounded). Define

J∗(f, I) := J∗(Re f, I) + i J∗(Im f, I), (4.66a)

J∗(f, I) := J∗(Re f, I) + i J∗(Im f, I). (4.66b)

As in the R-valued case, we call J∗(f, I) the lower Riemann integral of f over I and
J∗(f, I) the upper Riemann integral of f over I.

Theorem 4.17 (Fubini). Let a, b, c, d, e, f ∈ Rn, n ∈ N, a < b, c < d, e < f , I = [a, b],
J = [c, d], K = [e, f ]. If I = J ×K and f ∈ R(I,C), then

∫

I

f =

∫

I

f(x, y) d(x, y) =

∫

K

∫

J

f(x, y) dx dy =

∫

J

∫

K

f(x, y) dy dx . (4.67)
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There is a slight abuse of notation in (4.67), as it can happen that a function x 7→ f(x, y)
is not Riemann integrable over J and that a function y 7→ f(x, y) is not Riemann
integrable over K. However, in that case, one can choose either the lower or the upper
Riemann integral for the inner integrals in (4.67). Independently of the choice, the
resulting function y 7→

∫

J
f(x, y) dx is Riemann integrable over K, x 7→

∫

K
f(x, y) dy

is Riemann integrable over J , and the validity of (4.67) is unaffected (this issue is
related to the fact that changing a function’s value at a “small” (for example, finite)
number of points, will not change the value of its Riemann integral). By applying (4.67)
inductively, one obtains

∫

I

f =

∫

I

f(x) dx =

∫ b1

a1

· · ·
∫ bn

an

f(x1, . . . , xn) dxn · · · dx1, (4.68)

where, for the inner integrals, one can arbitrarily choose upper or lower Riemann inte-
grals, and one can also permute their order without changing the overall value.

Proof. Even though, in the present context, the proof of the Fubini theorem is not that
difficult, we refer to [Wal02, Sec. 7.15] for the proof of the R-valued case and merely show
how to then obtain the C-valued case: One computes, using lower Riemann integrals
for the inner integrals,

∫

I

f =

∫

I

Re f + i

∫

I

Im f

R-valued case
=

∫

K

J∗
(
Re f(·, y), J

)
dy + i

∫

K

J∗
(
Im f(·, y), J

)
dy

(4.66a)
=

∫

K

J∗
(
f(·, y), J

)
dy , (4.69)

proving
∫

I
f =

∫

K

∫

J
f(x, y) dx dy with the inner integral interpreted as a lower Rie-

mann integral. Clearly, the same calculation works if the inner integral is interpreted as
an upper Riemann integral, and it also still works if J and K are switched, completing
the proof of (4.67). Now (4.68) follows from (4.67) by induction. �

Example 4.18. Let I := [0, 1]3 and f : I −→ R, f(x, y, z) := xyz. We compute the
integral

∫

I
f :

∫

I

f =

∫ 1

0

∫ 1

0

∫ 1

0

f(x, y, z) dx dy dz =

∫ 1

0

∫ 1

0

∫ 1

0

xyz dx dy dz

=

∫ 1

0

∫ 1

0

[
x2yz

2

]x=1

x=0

dy dz =

∫ 1

0

∫ 1

0

yz

2
dy dz =

∫ 1

0

[
y2z

4

]y=1

y=0

dz

=

∫ 1

0

z

4
dz =

[
z2

8

]1

0

=
1

8
. (4.70)
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4.2.2 Change of Variables

Recall the 1-dimensional change of variables theorem [Phi25, Th. 10.24]. The following
n-dimensional version Th. 4.19 is a much deeper result. In Ex. 4.20 below, we will see
that it can be very useful to compute both multi- and 1-dimensional integrals.

Theorem 4.19 (Change of Variables). Let a, b, c, d ∈ Rn, n ∈ N, a < b, c < d,
I := [a, b], J := [c, d], φ : I −→ Rn, f : J −→ K. If, on the interior of I, φ
is one-to-one, Lipschitz continuous, and has continuous first partials, φ(I) ⊆ J , and
(f ◦ φ)| det Jφ| ∈ R(I,K), then fχφ(I) ∈ R(J,K) and the following change of variables
formula holds: ∫

J

fχφ(I) =

∫

I

(f ◦ φ)| det Jφ|, (4.71)

where χφ(I) is the characteristic function of φ(I) defined according to Def. 4.11.

Proof. The proof of the n-dimensional change of variables theorem is much harder than
the 1-dimensional case. For example, for K = R, a proof can be found in [Wal02, Sec.
7.18]. We show how to then obtain the case K = C: One computes

∫

J

fχφ(I) =

∫

J

Re fχφ(I) + i

∫

J

Im fχφ(I)

case K = R
=

∫

I

(
(Re f) ◦ φ

)
| det Jφ|+ i

∫

I

(
(Im f) ◦ φ

)
| det Jφ|

=

∫

I

(f ◦ φ)| det Jφ|, (4.72)

thereby completing the proof. �

The change of variables Th. 4.19 is often most effective in combination with the Fubini
Th. 4.17, as illustrated by the following example:

Example 4.20. Consider the function

f : R2 −→ R, f(x, y) := e−(x2+y2). (4.73)

For each R > 0, let BR := BR(0) = {(x, y) ∈ R2 : ‖(x, y)‖2 ≤ R} denote the circle
with radius R and center 0, and let JR := [−R,R]2 the corresponding square with side
length 2R. We want to compute

∫

BR

f :=

∫

JR

f χBR
=

∫

JR

e−(x2+y2) χBR
(x, y) d(x, y) (4.74)
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(note BR ⊆ JR, since (x, y) ∈ BR implies x2 + y2 ≤ R2, i.e. |x| ≤ R and |y| ≤ R). This
can be accomplished using change of variables, Fubini, and so-called polar coordinates,
i.e.

φ : R+
0 × [0, 2π] −→ R2, φ(r, ϕ) := (r cosϕ, r sinϕ). (4.75)

To apply Th. 4.19 with J = JR and I = IR := [0, R]× [0, 2π], we need to verify that all
hypotheses are satisfied. We start by observing φ(IR) = BR ⊆ JR. Moreover, the map
φ restricted to the interior I◦R = ]0, R[×]0, 2π[,

φ : I◦R −→ B′
R, φ(r, ϕ) := (r cosϕ, r sinϕ), (4.76)

where
B′

R := BR \ {(x, 0) : 0 ≤ x < R}, (4.77)

is bijective with inverse map

φ−1 : B′
R −→ I◦R, φ−1(x, y) =

(
φ−1
1 (x, y), φ−1

2 (x, y)
)
, (4.78a)

where, recalling the definition of arccot from [Phi25, Def. and Rem. 8.27],

φ−1
1 (x, y) :=

√

x2 + y2, (4.78b)

φ−1
2 (x, y) :=







arccot(x/y) for y > 0,

π for y = 0,

π + arccot(x/y) for y < 0.

(4.78c)

One verifies φ−1 ◦ φ = IdI◦
R
:

∀
(r,ϕ)∈I◦

R

(φ−1 ◦ φ)(r, ϕ) = φ−1(r cosϕ, r sinϕ) = (r, ϕ),

since

φ−1
1 (r cosϕ, r sinϕ) =

√

r2(cos2 ϕ+ sin2 ϕ) = r,

φ−1
2 (r cosϕ, r sinϕ) =







arccot(cotϕ) = ϕ for 0 < ϕ < π,

π = ϕ for ϕ = π,

π + arccot(cotϕ) = π + ϕ− π = ϕ for π < ϕ < 2π;

and φ ◦ φ−1 = IdB′

R
:

∀
(x,y)∈B′

R

(φ ◦ φ−1)(x, y) =
(√

x2 + y2 cosφ−1
2 (x, y),

√

x2 + y2 sinφ−1
2 (x, y)

)

= (x, y),
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since

cosφ−1
2 (x, y) =







1√
1+(cot arccot(x/y))−2

= 1
√

1+ y2

x2

= x√
x2+y2

for x > 0 (⇒ y 6= 0),

cos(π/2) = 0 = x√
x2+y2

for x = 0, y > 0,

cos(3π/2) = 0 = x√
x2+y2

for x = 0, y < 0,

−1√
1+(cot arccot(x/y))−2

= x√
x2+y2

for x < 0, y 6= 0,

cos π = −1 = x√
x2+y2

for y = 0 (⇒ x < 0),

sinφ−1
2 (x, y) =







1√
1+cot2 arccot(x/y)

= 1
√

1+x2

y2

= y√
x2+y2

for y > 0,

sin π = 0 = y√
x2+y2

for y = 0,

−1√
1+cot2 arccot(x/y)

= y√
x2+y2

for y < 0.

Next, we note that φ has continuous first partials on I◦R, where

∀
(r,ϕ)∈I◦

R

Jφ(r, ϕ) =

(
cosϕ −r sinϕ
sinϕ r cosϕ

)

, det Jφ(r, ϕ) = r. (4.79)

The partials of φ, namely |∂iφj(r, ϕ)| are all bounded by R. Thus, φ is Lipschitz con-
tinuous by Th. 2.35. Finally,

∀
(r,ϕ)∈I◦

R

(

(f ◦ φ)| det Jφ|
)

(r, ϕ) = re−(r2 cos2 ϕ+r2 sin2 ϕ) = re−r2 , (4.80)

showing (f ◦ φ)| det Jφ| ∈ R(I).

We have thereby verified all the hypotheses of Th. 4.19 and can conclude f χBR
∈ R(J)

as well as

αR :=

∫

BR

f =

∫

JR

f χBR
=

∫

JR

e−(x2+y2) χBR
(x, y) d(x, y)

(4.71)
=

∫

IR

(f ◦ φ)| det Jφ|

=

∫

IR

re−r2 d(r, ϕ)
(∗)
=

∫ R

0

∫ 2π

0

re−r2 dϕ dr =

∫ R

0

2π re−r2 dr =
[

−π e−r2
]R

0

= π
(

1− e−R2
)

, (4.81)

where the Fubini Th. 4.17 was used at (∗).
With another application of the Fubini Th. 4.17, we can use (4.81) to prove the following
important equality:

∫ ∞

−∞

e−x2

dx := lim
R→∞

∫ R

−R

e−x2

dx =
√
π. (4.82)
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Indeed, we have

∀
R∈R+

∫

[−R,R]2
e−(x2+y2) d(x, y) =

∫ R

−R

∫ R

−R

e−x2

e−y2 dx dy

=

∫ R

−R

e−y2
∫ R

−R

e−x2

dx dy = β2
R, where βR :=

∫ R

−R

e−x2

dx ,

(4.83)

and, since, for each R ∈ R+, BR ⊆ [−R,R]2 ⊆ B2R, monotonicity of the integral
according to (4.45) provides

∀
R∈R+

αR ≤ β2
R ≤ α2R, (4.84)

i.e. the Sandwich theorem yields

π = lim
R→∞

αR ≤ lim
R→∞

β2
R ≤ lim

R→∞
α2R = π, (4.85)

proving (4.82).

5 Introduction to Ordinary Differential Equations

(ODE)

5.1 Definition and Geometric Interpretation

Definition 5.1. Let G ⊆ R×R and let f : G −→ R be continuous. An explicit ordinary
differential equation (ODE) of first order is an equation of the form

y′ = f(x, y), (5.1)

which is an equation for the unknown function y. A solution to this ODE is a differen-
tiable function

φ : I −→ R, (5.2)

defined on a nontrivial (bounded or unbounded, open or closed or half-open) interval
I ⊆ R, satisfying the following two conditions:

(i) The graph of φ is contained in G, i.e. {(x, φ(x)) ∈ I × R : x ∈ I} ⊆ G.

(ii) φ′(x) = f
(
x, φ(x)

)
for each x ∈ I.

Note that condition (i) is necessary so that one can even formulate condition (ii).
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Definition 5.2. An initial value problem for (5.1) consists of the ODE (5.1) plus the
initial condition

y(x0) = y0, (5.3)

with given (x0, y0) ∈ G. A solution φ to the initial value problem is a differentiable
function φ as in (5.2) that is a solution to the ODE and that also satisfies (5.3) (with y
replaced by φ) – in particular, this requires x0 ∈ I.

—

One distinguishes between ordinary differential equations and partial differential equa-
tions (PDE). While ODE contain only derivatives with respect to one variable, PDE
can contain (partial) derivatives with respect to several different variables. In general,
PDE are much harder to solve than ODE. The term first order in Def. 5.1 indicates
that only a first derivative occurs in the equation. Correspondingly, ODE of second
order contain derivatives of second order etc. ODE of higher order can be equivalently
formulated and solved as systems of ODE of first order (see, e.g., [Phi16b, Sec. 3.1]).
The explicit in Def. 5.1 indicates that the ODE is explicitly solved for y′. One can also
consider implicit ODE of the form f(x, y, y′) = 0. We will only consider explicit ODE
of first order in the following.

It can be useful to rewrite a first-order explicit intitial value problem as an equivalent
integral equation. We provide the details of this equivalence in the following theorem:

Theorem 5.3. If G ⊆ R×R and f : G −→ R is continuous, then, for each (x0, y0) ∈ G,
the explicit first-order initial value problem

y′ = f(x, y), (5.4a)

y(x0) = y0, (5.4b)

is equivalent to the integral equation

y(x) = y0 +

∫ x

x0

f
(
t, y(t)

)
dt , (5.5)

in the sense that a continuous function φ : I −→ R, with x0 ∈ I ⊆ R being a nontrivial
interval, and φ satisfying

{(
x, φ(x)

)
∈ I × R : x ∈ I

}
⊆ G, (5.6)

is a solution to (5.4) in the sense of Def. 5.2 if, and only if,

∀
x∈I

φ(x) = y0 +

∫ x

x0

f
(
t, φ(t)

)
dt , (5.7)

i.e. if, and only if, φ is a solution to the integral equation (5.5).
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Proof. Assume I ⊆ R with x0 ∈ I to be a nontrivial interval and φ : I −→ R to be a
continuous function, satisfying (5.6). If φ is a solution to (5.4), then φ is differentiable
and the assumed continuity of f implies the continuity of φ′. In other words, φ ∈ C1(I).
Thus, the fundamental theorem of calculus in the form [Phi25, Th. 10.19(b)] applies,
and [Phi25, (10.54b)] yields

∀
x∈I

φ(x) = φ(x0) +

∫ x

x0

f
(
t, φ(t)

)
dt

(5.4b)
= y0 +

∫ x

x0

f
(
t, φ(t)

)
dt , (5.8)

proving φ satisfies (5.7). Conversely, if φ satisfies (5.7), then the validity of the initial
condition (5.4b) is immediate. Moreover, as f and φ are continuous, so is the integrand
function t 7→ f

(
t, φ(t)

)
of (5.7). Thus, [Phi25, Th. 10.19(a)] applies to φ, proving

φ′(x) = f
(
x, φ(x)

)
for each x ∈ I, i.e. φ is a solution to (5.4). �

Example 5.4. Consider the situation of Th. 5.3. In the particularly simple special
case, where f does not actually depend on y, but merely on x, the equivalence between
(5.4) and (5.5) can be directly exploited to actually solve the initial value problem: If
f : I −→ R, where I ⊆ R is some nontrivial interval with x0 ∈ I, then we obtain
φ : I −→ R to be a solution of (5.4) if, and only if,

∀
x∈I

φ(x) = y0 +

∫ x

x0

f(t) dt , (5.9)

i.e. if, and only if, φ is the antiderivative of f that satisfies the initial condition. In
particular, in the present situation, φ as given by (5.9) is the unique solution to the
initial value problem. Of course, depending on f , it can still be difficult to carry out
the integral in (5.9).

A simple concrete example is

y′ = a, (5.10a)

y(0) = c, (5.10b)

with a, c ∈ R. Then, on R, the function

φ : R −→ R, φ(x) = c+

∫ x

0

a dt = c+ xa, (5.11)

is the unique solution to (5.10).

—

Geometrically, the ODE (5.1) provides a slope y′ = f(x, y) for every point (x, y). In
other words, it provides a field of directions. The task is to find a differentiable function
φ such that its graph has the prescribed slope in each point it contains. In certain simple
cases, drawing the field of directions can help to guess the solutions of the ODE.
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Example 5.5. (a) Let G := R+ ×R and f : G −→ R, f(x, y) := y/x, i.e. we consider
the ODE y′ = y/x. Drawing the field of directions leads to the idea that the
solutions are functions whose graphs constitute rays, i.e. φc : R+ −→ R, y =
φc(x) = c x with c ∈ R. Indeed, one immediately verifies that each φc constitutes a
solution to the ODE.

(b) Let G := R × R+ and f : G −→ R, f(x, y) := −x/y, i.e. we consider the ODE
y′ = −x/y. Drawing the field of directions leads to the idea that the solutions
are functions whose graphs constitute semicircles, i.e. φc : ] − √

c,
√
c[−→ R, y =

φc(x) =
√
c− x2 with c ∈ R+. Indeed, we get

y′ = φ′
c(x) =

−2x

2
√
c− x2

=
−x
φc(x)

=
−x
y
, (5.12)

i.e. each φc constitutes a solution to the ODE.

5.2 Separation of Variables

If the ODE (5.1) has the particular form

y′ = f(x)g(y), (5.13)

with one-dimensional continuous functions f and g, and g(y) 6= 0, then it can be solved
by a method known as separation of variables:

Theorem 5.6. Let I, J ⊆ R be (bounded or unbounded) open intervals and suppose that
f : I −→ R and g : J −→ R are continuous with g(y) 6= 0 for each y ∈ J . For each
(x0, y0) ∈ I×J , consider the initial value problem consisting of the ODE (5.13) together
with the initial condition

y(x0) = y0. (5.14)

Define the functions

F : I −→ R, F (x) :=

∫ x

x0

f(t) dt , G : J −→ R, G(y) :=

∫ y

y0

dt

g(t)
. (5.15)

(a) Uniqueness: On each open interval I ′ ⊆ I satisfying x0 ∈ I ′ and F (I ′) ⊆ G(J), the
initial value problem consisting of (5.13) and (5.14) has a unique solution. This
unique solution is given by

φ : I ′ −→ R, φ(x) := G−1
(
F (x)

)
, (5.16)

where G−1 : G(J) −→ J is the inverse function of G on G(J).
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(b) Existence: There exists an open interval I ′ ⊆ I satisfying x0 ∈ I ′ and F (I ′) ⊆ G(J),
i.e. an I ′ such that (a) applies.

Proof. (a): We begin by proving G has a differentiable inverse function G−1 : G(J) −→
J . According to the fundamental theorem of calculus [Phi25, Th. 10.19(a)], G is dif-
ferentiable with G′ = 1/g. Since g is continuous and nonzero, G is even C1. If
G′(y0) = 1/g(y0) > 0, then G is strictly increasing on J (due to the intermediate
value theorem [Phi25, Th. 7.57]; g(y0) > 0, the continuity of g, and g 6= 0 imply that
g > 0 on J). Analogously, if G′(y0) = 1/g(y0) < 0, then G is strictly decreasing on J .
In each case, G has a differentiable inverse function on G(J) by [Phi25, Th. 9.8].

In the next step, we verify that (5.16) does, indeed, define a solution to (5.13) and
(5.14). The assumption F (I ′) ⊆ G(J) and the existence of G−1 as shown above provide
that φ is well-defined by (5.16). Verifying (5.14) is quite simple: φ(x0) = G−1(F (x0)) =
G−1(0) = y0. To see φ to be a solution of (5.13), notice that (5.16) implies F = G ◦ φ
on I ′. Thus, we can apply the chain rule to obtain the derivative of F = G ◦ φ on I ′:

∀
x∈I′

f(x) = F ′(x) = G′
(
φ(x)

)
φ′(x) =

φ′(x)

g
(
φ(x)

) , (5.17)

showing φ satisfies (5.13).

We now proceed to show that each solution φ : I ′ −→ R to (5.13) that satisfies (5.14)
must also satisfy (5.16). Since φ is a solution to (5.13),

φ′(x)

g
(
φ(x)

) = f(x) for each x ∈ I ′. (5.18)

Integrating (5.18) yields

∫ x

x0

φ′(t)

g
(
φ(t)

) dt =

∫ x

x0

f(t) dt = F (x) for each x ∈ I ′. (5.19)

Using the change of variables formula of [Phi25, Th. 10.24] in the left-hand side of (5.19),
allows one to replace φ(t) by the new integration variable u (note that each solution
φ : I ′ −→ R to (5.13) is in C1(I ′) since f and g are presumed continuous). Thus, we
obtain from (5.19):

F (x) =

∫ φ(x)

φ(x0)

du

g(u)
=

∫ φ(x)

y0

du

g(u)
= G

(
φ(x)

)
for each x ∈ I ′. (5.20)

Applying G−1 to (5.20) establishes φ satisfies (5.16).
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(b): During the proof of (a), we have already seen G to be either strictly increasing
or strictly decreasing. As G(y0) = 0, this implies the existence of ǫ > 0 such that
] − ǫ, ǫ[⊆ G(J). The function F is differentiable and, in particular, continuous. Since
F (x0) = 0, there is δ > 0 such that, for I ′ :=]x0−δ, x0+δ[, one has F (I ′) ⊆]−ǫ, ǫ[⊆ G(J)
as desired. �

Example 5.7. Consider the ODE

y′ = −y
x

on I × J := R+ × R+ (5.21)

with the initial condition y(1) = c for some given c ∈ R+. Introducing functions

f : R+ −→ R, f(x) := −1

x
, g : R+ −→ R, g(y) := y, (5.22)

one sees that Th. 5.6 applies. To compute the solution φ = G−1 ◦ F , we first have to
determine F and G:

F : R+ −→ R, F (x) =

∫ x

1

f(t) dt = −
∫ x

1

dt

t
= − ln x, (5.23a)

G : R+ −→ R, G(y) =

∫ y

c

dt

g(t)
=

∫ y

c

dt

t
= ln

y

c
. (5.23b)

Here, we can choose I ′ = I = R+, because F (R+) = R = G(R+). That means φ is
defined on the entire interval I. The inverse function of G is given by

G−1 : R −→ R+, G−1(t) = c et. (5.24)

Finally, we get

φ : R+ −→ R, φ(x) = G−1
(
F (x)

)
= c e− lnx =

c

x
. (5.25)

The uniqueness part of Th. 5.6 further tells us the above initial value problem can have
no solution different from φ.

—

The advantage of using Th. 5.6 as in the previous example, by computing the relevant
functions F , G, and G−1, is that it is mathematically rigorous. In particular, one can be
sure one has found the unique solution to the ODE with initial condition. However, in
practice, it is often easier to use the following heuristic (not entirely rigorous) procedure.
In the end, in most cases, one can easily check by differentiation that the function found
is, indeed, a solution to the ODE with initial condition. However, one does not know
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uniqueness without further investigations. One also has to determine on which interval
the found solution is defined. On the other hand, as one is usually interested in choosing
the interval as large as possible, the optimal choice is not always obvious when using
Th. 5.6, either.

The heuristic procedure is as follows: Start with the ODE (5.13) written in the form

dy

dx
= f(x)g(y). (5.26a)

Multiply by dx and divide by g(y) (i.e. separate the variables):

dy

g(y)
= f(x) dx . (5.26b)

Integrate: ∫
dy

g(y)
=

∫

f(x) dx . (5.26c)

Change the integration variables and supply the appropriate upper and lower limits for
the integrals (according to the initial condition):

∫ y

y0

dt

g(t)
=

∫ x

x0

f(t) dt . (5.26d)

Solve this equation for y, set φ(x) := y, check by differentiation that φ is, indeed, a
solution to the ODE, and determine the largest interval I ′ such that x0 ∈ I ′ and such
that φ is defined on I ′. The use of this heuristic algorithm is demonstrated by the
following example:

Example 5.8. Consider the ODE

y′ =
x

y
on I × J := R+ × R+ (5.27)

with the initial condition y(x0) = y0 for given values x0, y0 ∈ R+. We manipulate (5.27)
according to the heuristic algorithm described in (5.26) above:

dy

dx
=
x

y
 y dy = x dx  

∫

y dy =

∫

x dx  

∫ y

y0

t dt =

∫ x

x0

t dt

 y2 − y20 = x2 − x20  φ(x) = y =
√

x2 + y20 − x20 (5.28)

(the negative sign in front of the square root in the last manipulation is excluded by the
assumption that y0 = φ(x0) ∈ R+). Clearly, φ(x0) = y0. Moreover,

φ′(x) =
2x

2
√

x2 + y20 − x20
=

x

φ(x)
, (5.29)
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i.e. φ does, indeed, provide a solution to (5.27). For y0 ≥ x0, φ is defined on the entire
interval I = R+. However, if y0 < x0, then x

2 + y20 − x20 > 0 implies x2 > x20 − y20, i.e.
the maximal open interval for φ to be defined on is I ′ =]

√

x20 − y20,∞[.

5.3 Linear ODE, Variation of Constants

Definition 5.9. Let I ⊆ R be an open interval and let a, b : I −→ R be continuous
functions. An ODE of the form

y′ = a(x)y + b(x) (5.30)

is called a linear ODE of first order. It is called homogeneous if, and only if, b ≡ 0; it is
called inhomogeneous if, and only if, it is not homogeneous.

Theorem 5.10 (Variation of Constants). Let I ⊆ R be an open interval and let a, b :
I −→ R be continuous. Moreover, let x0 ∈ I and c ∈ R. Then the linear ODE (5.30)
has a unique solution φ : I −→ R that satisfies the initial condition y(x0) = c. This
unique solution is given by

φ : I −→ R, φ(x) = φ0(x)

(

c+

∫ x

x0

φ0(t)
−1 b(t) dt

)

, (5.31a)

where

φ0 : I −→ R, φ0(x) = exp

(∫ x

x0

a(t) dt

)

= e
∫ x

x0
a(t) dt

. (5.31b)

Here, and in the following, φ−1
0 denotes 1/φ0 and not the inverse function of φ0 (which

does not even necessarily exist).

Proof. We begin by noting that φ0 according to (5.31b) is well-defined since a is assumed
to be continuous, i.e., in particular, Riemann integrable on [x0, x]. Moreover, the fun-
damental theorem of calculus [Phi25, Th. 10.19(a)] applies, showing φ0 is differentiable
with

φ′
0 : I −→ R, φ′

0(x) = a(x) exp

(∫ x

x0

a(t) dt

)

= a(x)φ0(x), (5.32)

where the chain rule [Phi25, (9.15)] was used as well. In particular, φ0 is continuous.
Since φ0 > 0 as well, φ−1

0 is also continuous. Moreover, as b is continuous by hypothesis,
φ−1
0 b is continuous and, thus, Riemann integrable on [x0, x]. Once again, [Phi25, Th.
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10.19(a)] applies, yielding φ to be differentiable with

φ′ : I −→ R,

φ′(x) = φ′
0(x)

(

c+

∫ x

x0

φ0(t)
−1 b(t) dt

)

+ φ0(x)φ0(x)
−1 b(x)

= a(x)φ0(x)

(

c+

∫ x

x0

φ0(t)
−1 b(t) dt

)

+ b(x) = a(x)φ(x) + b(x), (5.33)

where the product rule [Phi25, Th. 9.6(c)] was used as well. Comparing (5.33) with
(5.30) shows that φ is a solution to (5.30). The computation

φ(x0) = φ0(x0) (c+ 0) = 1 · c = c (5.34)

verifies that φ satisfies the desired initial condition. It remains to prove uniqueness. To
this end, let ψ : I −→ R be an arbitrary differentiable function that satisfies (5.30) as
well as the initial condition ψ(x0) = c. We have to show ψ = φ. Since φ0 > 0, we can
define u := ψ/φ0 and still have to verify

∀
x∈I

u(x) = c+

∫ x

x0

φ0(t)
−1 b(t) dt . (5.35)

We obtain

a φ0 u+ b = aψ + b = ψ′ = (φ0 u)
′ = φ′

0 u+ φ0 u
′ = a φ0 u+ φ0 u

′, (5.36)

implying b = φ0 u
′ and u′ = φ−1

0 b. Thus, the fundamental theorem of calculus in the
form [Phi25, (10.54b)], implies

∀
x∈I

u(x) = u(x0) +

∫ x

x0

u′(t) dt = c+

∫ x

x0

φ0(t)
−1 b(t) dt , (5.37)

thereby completing the proof. �

Corollary 5.11. Let I ⊆ R be an open interval and let a : I −→ R be continuous.
Moreover, let x0 ∈ I and c ∈ R. Then the homogeneous linear ODE (5.30) (i.e. with
b ≡ 0) has a unique solution φ : I −→ R that satisfies the initial condition y(x0) = c.
This unique solution is given by

φ(x) = c exp

(∫ x

x0

a(t) dt

)

= c e
∫ x

x0
a(t) dt

. (5.38)

Proof. One immediately obtains (5.38) by setting b ≡ 0 in in (5.31). �
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Remark 5.12. The name variation of constants for Th. 5.10 can be understood from
comparing the solution (5.38) of the homogeneous linear ODE with the solution (5.31)
of the general inhomogeneous linear ODE: One obtains (5.31) from (5.38) by varying
the constant c, i.e. by replacing it with the function x 7→ c+

∫ x

x0
φ0(t)

−1 b(t) dt .

Example 5.13. (a) Applying Cor. 5.11 to the homogeneous linear ODE

y′ = ky (5.39)

with k ∈ R and initial condition y(x0) = c (x0, c ∈ R) yields the unique solution

φ : R −→ R, φ(x) = c exp

(∫ x

x0

k dt

)

= cek(x−x0). (5.40)

(b) We can use Cor. 5.11 to recompute the solution to the ODE (5.21) from Example
5.7, since this constitutes a homogeneous linear ODE with a(x) = −1/x. For the
initial condition y(1) = c, we obtain

φ(x) = c exp

(

−
∫ x

1

dt

t

)

= ce− lnx =
c

x
. (5.41)

(c) Consider the ODE
y′ = 2xy + x3 (5.42)

with initial condition y(0) = c, c ∈ R. Comparing (5.39) with Def. 5.9, we observe
we are facing an inhomogeneous linear ODE with

a : R −→ R, a(x) := 2x, (5.43a)

b : R −→ R, b(x) := x3. (5.43b)

From Cor. 5.11, we obtain the solution φ0,c to the homogeneous version of (5.42):

φ0,c : R −→ R, φ0,c(x) = c exp

(∫ x

0

a(t) dt

)

= cex
2

. (5.44)

The solution to (5.42) is given by (5.31a):

φ : R −→ R,

φ(x) = ex
2

(

c+

∫ x

0

e−t2 t3 dt

)

= ex
2

(

c+

[

−1

2
(t2 + 1)e−t2

]x

0

)

= ex
2

(

c+
1

2
− 1

2
(x2 + 1)e−x2

)

=

(

c+
1

2

)

ex
2 − 1

2
(x2 + 1). (5.45)
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5.4 Change of Variables

To solve an ODE, it can be useful to transform it into an equivalent ODE, using a
so-called change of variables. If one already knows how to solve the transformed ODE,
then the equivalence allows one to also solve the original ODE. The presentation of the
material in the present section is somewhat reversed as compared to the presentation
in Sec. 5.2 above on separation of variables: Here, we will first present a heuristic pro-
cedure that is often used in practice in Rem. 5.14, followed by an illustrating example.
Only then will we provide the rigorous Th. 5.16 that constitutes the basis of the heuris-
tic procedure, and we will conclude with an application of Th. 5.16 to solve so-called
Bernoulli differential equations.

Remark 5.14. For the initial value problem y′ = f(x, y), y(x0) = y0, the heuristic
change of variables procedure proceeds as follows:

(1) One introduces the new variable z := T (x, y) and then computes z′, i.e. the deriva-
tive of the function x 7→ z(x) = T (x, y(x)).

(2) In the result of (1), one eliminates all occurrences of the variable y by first replacing
y′ by f(x, y) and then replacing y by T−1

x (z), where Tx(y) := T (x, y) = z (i.e. one has
to solve the equation z = T (x, y) for y). One thereby obtains the transformed initial
value problem problem z′ = g(x, z), z(x0) = T (x0, y0), with a suitable function g.

(3) One solves the transformed initial value problem to obtain a solution µ, and then
x 7→ φ(x) := T−1

x

(
µ(x)

)
yields a candidate for a solution to the original initial value

problem.

(4) One checks that φ is, indeed, a solution to y′ = f(x, y), y(x0) = y0.

Example 5.15. Consider

f : R+ × R −→ R, f(x, y) := 1 +
y

x
+
y2

x2
, (5.46)

and the initial value problem

y′ = f(x, y), y(1) = 0. (5.47)

We introduce the change of variables z := T (x, y) := y/x and proceed according to the
steps of Rem. 5.14. According to (1), we compute, using the quotient rule,

z′(x) =
y′(x) x− y(x)

x2
. (5.48)
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According to (2), we replace y′(x) by f(x, y) and then replace y by T−1
x (z) = xz to

obtain the transformed initial value problem

z′ =
1

x

(

1 +
y

x
+
y2

x2

)

− y

x2
=

1

x
(1 + z + z2)− z

x
=

1 + z2

x
, z(1) = 0/1 = 0. (5.49)

According to (3), we next solve (5.49), e.g. by seperation of variables, to obtain the
solution

µ :
]
e−

π
2 , e

π
2

[
−→ R, µ(x) := tan ln x, (5.50)

of (5.49), and

φ :
]
e−

π
2 , e

π
2

[
−→ R, φ(x) := xµ(x) = x tan ln x, (5.51)

as a candidate for a solution to (5.47). Finally, according to (4), we check that φ is,
indeed, a solution to (5.47): Due to φ(1) = 1 · tan 0 = 0, φ satisfies the initial condition,
and due to

φ′(x) = tan ln x+ x
1

x
(1 + tan2 ln x) = 1 + tan ln x+ tan2 ln x

= 1 +
φ(x)

x
+
φ2(x)

x2
, (5.52)

φ satisfies the ODE.

Theorem 5.16. Let G ⊆ R×R be open, n ∈ N, f : G −→ R, and (x0, y0) ∈ G. Define

∀
x∈R

Gx := {y ∈ R : (x, y) ∈ G} (5.53)

and assume the change of variables function T : G −→ R is differentiable and such that

∀
Gx 6=∅

(

Tx := T (x, ·) : Gx −→ Tx(Gx), Tx(y) := T (x, y), is a diffeomorphism
)

,

(5.54)
i.e. Tx is invertible and both Tx and T−1

x are differentiable. Then the first-order initial
value problems

y′ = f(x, y), (5.55a)

y(x0) = y0, (5.55b)

and

y′ =
f
(
x, T−1

x (y)
)

(T−1
x )′(y)

+ ∂xT
(
x, T−1

x (y)
)
, (5.56a)

y(x0) = T (x0, y0), (5.56b)

are equivalent in the following sense:
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(a) A differentiable function φ : I −→ R, where I ⊆ R is a nontrivial interval, is a
solution to (5.55a) if, and only if, the function

µ : I −→ R, µ(x) := (Tx ◦ φ)(x) = T
(
x, φ(x)

)
, (5.57)

is a solution to (5.56a).

(b) A differentiable function φ : I −→ R, where I ⊆ R is a nontrivial interval, is a
solution to (5.55) if, and only if, the function of (5.57) is a solution to (5.56).

Proof. We start by noting that the assumption of G being open clearly implies each Gx,
x ∈ R, to be open as well, which, in turn, implies Tx(Gx) to be open. Next, for each
x ∈ R such that Gx 6= ∅, we can apply the chain rule [Phi25, Th. 9.10] to Tx ◦ T−1

x = Id
to obtain

∀
y∈Tx(Gx)

T ′
x

(
T−1
x (y)

) (
T−1
x

)′
(y) = 1 (5.58)

and, thus, each
(
T−1
x

)′
(y) 6= 0 with

∀
y∈Tx(Gx)

((
T−1
x

)′
(y)
)−1

= T ′
x

(
T−1
x (y)

)
. (5.59)

Consider φ and µ as in (a) and notice that (5.57) implies

∀
x∈I

φ(x) = T−1
x (µ(x)). (5.60)

Moreover, the differentiability of φ and T imply differentiability of µ by the chain rule
of Th. 2.28, which also yields

∀
x∈I

µ′(x) =
(

∂xT
(
x, φ(x)

)
∂yT

(
x, φ(x)

))
(

1
φ′(x)

)

= T ′
x(φ(x))φ

′(x) + ∂xT
(
x, φ(x)

)
.

(5.61)

To prove (a), first assume φ : I −→ R to be a solution of (5.55a). Then, for each x ∈ I,

µ′(x)
(5.61),(5.55a)

= T ′
x(φ(x)) f

(
x, φ(x)

)
+ ∂xT

(
x, φ(x)

)

(5.60)
= T ′

x

(
T−1
x (µ(x))

)
f
(
x, T−1

x (µ(x))
)
+ ∂xT

(
x, T−1

x (µ(x))
)

(5.59)
=

f
(
x, T−1

x (µ(x))
)

(T−1
x )′(µ(x))

+ ∂xT
(
x, T−1

x (µ(x))
)
, (5.62)
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showing µ satisfies (5.56a). Conversely, assume µ to be a solution to (5.56a). Then, for
each x ∈ I,

f
(
x, T−1

x (µ(x))
)

(T−1
x )′(µ(x))

+ ∂xT
(
x, T−1

x (µ(x))
) (5.56a)

= µ′(x)
(5.61)
= T ′

x(φ(x))φ
′(x) + ∂xT

(
x, φ(x)

)
.

(5.63)

Using (5.60), one can subtract the second summand from (5.63). Multiplying the result
by (T−1

x )′(µ(x)) and taking into account (5.59) then provides

∀
x∈I

φ′(x) = f
(
x, T−1

x (µ(x))
) (5.60)

= f
(
x, φ(x)

)
, (5.64)

showing φ satisfies (5.55a).

It remains to prove (b). If φ satisfies (5.55), then µ satisfies (5.56a) by (a). More-
over, µ(x0) = T

(
x0, φ(x0)

)
= T (x0, y0), i.e. µ satisfies (5.56b) as well. Conversely,

assume µ satisfies (5.56). Then φ satisfies (5.55a) by (a). Moreover, by (5.60), φ(x0) =
T−1
x0

(µ(x0)) = T−1
x0

(T (x0, y0)) = y0, showing φ satisfies (5.55b) as well. �

As an application of Th. 5.16, we prove the following theorem about so-called Bernoulli
differential equations:

Theorem 5.17. Consider the Bernoulli differential equation

y′ = f(x, y) := a(x) y + b(x) yα, (5.65a)

where α ∈ R\{0, 1}, the functions a, b : I −→ R are continuous and defined on an open
interval I ⊆ R, and f : I × R+ −→ R. For (5.65a), we add the initial condition

y(x0) = y0, (x0, y0) ∈ I × R+, (5.65b)

and, furthermore, we also consider the corresponding linear initial value problem

y′ = (1− α)
(
a(x) y + b(x)

)
, (5.66a)

y(x0) = y1−α
0 , (5.66b)

with its unique solution ψ : I −→ R given by Th. 5.10.

(a) Uniqueness: On each open interval I ′ ⊆ I satisfying x0 ∈ I ′ and ψ > 0 on I ′, the
Bernoulli initial value problem (5.65) has a unique solution. This unique solution
is given by

φ : I ′ −→ R+, φ(x) :=
(
ψ(x)

) 1

1−α . (5.67)
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(b) Existence: There exists an open interval I ′ ⊆ I satisfying x0 ∈ I ′ and ψ > 0 on I ′,
i.e. an I ′ such that (a) applies.

Proof. (b) is immediate from Th. 5.10, since ψ(x0) = y1−α
0 > 0 and ψ is continuous.

To prove (a), we apply Th. 5.16 with the change of variables

T : I × R+ −→ R+, T (x, y) := y1−α. (5.68)

Then T ∈ C1(I × R+,R) with ∂xT ≡ 0 and ∂yT (x, y) = (1− α) y−α. Moreover,

∀
x∈I

Tx = S, S : R+ −→ R+, S(y) := y1−α, (5.69)

which is differentiable with the differentiable inverse function S−1 : R+ −→ R+,

S−1(y) = y
1

1−α , (S−1)′(y) = 1
1−α

y
α

1−α . Thus, (5.56a) takes the form

y′ =
f
(
x, T−1

x (y)
)

(T−1
x )′(y)

+ ∂xT
(
x, T−1

x (y)
)

= (1− α) y−
α

1−α

(

a(x) y
1

1−α + b(x)
(
y

1

1−α

)α
)

+ 0

= (1− α)
(
a(x) y + b(x)

)
. (5.70)

Thus, if I ′ ⊆ I is such that x0 ∈ I ′ and ψ > 0 on I ′, then Th. 5.16 says φ defined
by (5.67) must be a solution to (5.65) (note that the differentiability of ψ implies the
differentiability of φ). On the other hand, if λ : I ′ −→ R+ is an arbitrary solution to
(5.65), then Th. 5.16 states µ := S ◦λ = λ1−α to be a solution to (5.66). The uniqueness
part of Th. 5.10 then yields λ1−α = ψ↾I′= φ1−α, i.e. λ = φ. �

Finding a suitable change of variables to transform a given ODE such that one is in a
position to solve the transformed ODE is an art, i.e. it can be very difficult to spot a
useful transformation, and it takes a lot of practice and experience.

5.5 Uniqueness of Solutions

Under suitable hypotheses, initial value problems for ODE have unique solutions. How-
ever, in general, they can have infinitely many different solutions, as shown by the
following example:

Example 5.18. Consider f : R2 −→ R, f(x, y) :=
√

|y|, and the initial value problem

y′ = f(x, y) =
√

|y|, (5.71a)

y(0) = 0. (5.71b)
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Then, for every c ≥ 0, the function

φc : R −→ R, φc(x) :=

{

0 for x ≤ c,
(x−c)2

4
for x ≥ c,

(5.72)

is a solution to (5.71): Clearly, φc(0) = 0, φc is differentiable, and

φ′
c : R −→ R, φ′

c(x) :=

{

0 for x ≤ c,
x−c
2

for x ≥ c,
(5.73)

solving the ODE. Thus, (5.71) is an example of an initial value problem with uncountably
many different solutions, all defined on the same domain.

—

Example 5.18 shows that continuity of f is not strong enough to guarantee the initial
value problem y′ = f(x, y), y(x0) = y0, has a unique solution, not even in some neigh-
borhood of x0. The additional condition that will yield uniqueness is local Lipschitz
continuity of f with respect to y.

Definition 5.19. Let G ⊆ R× R, and f : G −→ R.

(a) The function f is called (globally) Lipschitz continuous or just (globally) Lipschitz
with respect to y if, and only if,

∃
L≥0

∀
(x,y),(x,ȳ)∈G

∣
∣f(x, y)− f(x, ȳ)

∣
∣ ≤ L|y − ȳ|. (5.74)

(b) The function f is called locally Lipschitz continuous or just locally Lipschitz with
respect to y if, and only if, for each (x0, y0) ∈ G, there exists a set U ⊆ G, open in
G, such that (x0, y0) ∈ U (i.e. U is an open neighborhood of (x0, y0) in G) and f is
Lipschitz continuous with respect to y on U , i.e. if, and only if,

∀
(x0,y0)∈G

∃
(x0, y0) ∈ U ⊆ G open in G

∃
L≥0

∀
(x,y),(x,ȳ)∈U

∣
∣f(x, y)− f(x, ȳ)

∣
∣ ≤ L|y − ȳ|.

(5.75)

The number L occurring in (a),(b) is called Lipschitz constant.

Caveat 5.20. It is emphasized that f : G −→ R, (x, y) 7→ f(x, y), being Lipschitz
with respect to y does not imply f to be continuous: Indeed, if I ⊆ R, ∅ 6= A ⊆ R, and
g : I −→ R is an arbitrary discontinuous function, then f : I×A −→ R, f(x, y) := g(x)
is not continuous, but satisfies (5.74) with L = 0.

—
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The following Prop. 5.21 provides a useful sufficient condition for f : G −→ R, G ⊆
R× R open, to be locally Lipschitz with respect to y:

Proposition 5.21. Let G ⊆ R × R be open, and f : G −→ R. A sufficient condition
for f to be locally Lipschitz with respect to y is f being continuously differentiable with
respect to y, i.e., f is locally Lipschitz with respect to y, provided the partial derivative
∂yf exists on G and is continuous.

Proof. Given (x0, y0) ∈ G, we have to show f is Lipschitz with respect to y on some
open set U ⊆ G with (x0, y0) ∈ U . Since G is open,

∃
ǫ>0

B :=
{
(x, y) ∈ R× R : |x− x0| ≤ ǫ and |y − y0| ≤ ǫ

}
⊆ G

(note that B is the closed ball Bǫ(x0, y0) with respect to the max-norm on R2). Since
∂yf is continuous on the compact set B,

M := max
{
|∂yf(x, y)| : (x, y) ∈ B

}
<∞. (5.76)

Applying the (one-dimensional) mean value theorem [Phi25, Th. 9.17] to the function

fx : [y0 − ǫ, y0 + ǫ] −→ R, fx(y) := f(x, y), x ∈ [x0 − ǫ, x0 + ǫ],

we obtain

∀
(x,y),(x,ȳ)∈B

∃
η(x,y,ȳ)∈]y,ȳ[

f(x, y)− f(x, ȳ) = ∂yf
(
x, η(x, y, ȳ)

)
(y − ȳ), (5.77)

and, thus,
∀

(x,y),(x,ȳ)∈B

∣
∣f(x, y)− f(x, ȳ)

∣
∣ ≤M |y − ȳ|, (5.78)

i.e. f is Lipschitz with respect to y on B (where

{
(x, y) ∈ R× R : |x− x0| < ǫ and |y − y0| < ǫ

}
⊆ B

is an open neighborhood of (x0, y0)), showing f is locally Lipschitz with respect to y. �

Theorem 5.22. If G ⊆ R × R is open and f : G −→ R is continuous and locally
Lipschitz with respect to y, then, for each (x0, y0) ∈ G, the initial value problem

y′ = f(x, y), (5.79a)

y(x0) = y0, (5.79b)
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has a unique solution2. More precisely, if I ⊆ R is an open interval and φ, ψ : I −→ R

are both solutions to (5.79a), then φ(x0) = ψ(x0) for one x0 ∈ I implies φ(x) = ψ(x)
for all x ∈ I:

(

∃
x0∈I

φ(x0) = ψ(x0)

)

⇒
(

∀
x∈I

φ(x) = ψ(x)

)

. (5.80)

Proof. We first show that φ and ψ must agree in a small neighborhood of x0:

∃
ǫ>0

∀
x∈]x0−ǫ,x0+ǫ[

φ(x) = ψ(x). (5.81)

Since f is continuous and both φ and ψ are solutions to the initial value problem (5.79),
we can use Th. 5.3 to obtain

∀
x∈I

φ(x)− ψ(x) =

∫ x

x0

(

f
(
t, φ(t)

)
− f

(
t, ψ(t)

))

dt . (5.82)

Set y0 := φ(x0) = ψ(x0). As f is locally Lipschitz with respect to y, there exists δ > 0
such that

U := {(x, y) ∈ R2 : |x− x0| < δ, |y − y0| < δ} ⊆ G

and such that f is Lipschitz with Lipschitz constant L ≥ 0 with respect to y on U .
The continuity of φ, ψ implies the existence of ǫ̃ > 0 such that ǫ̃ ≤ δ, B ǫ̃(x0) ⊆ I,
φ(Bǫ̃(x0)) ⊆ Bδ(y0) and ψ(Bǫ̃(x0)) ⊆ Bδ(y0), implying

∀
x∈Bǫ̃(x0)

∣
∣f
(
x, φ(x)

)
− f

(
x, ψ(x)

)∣
∣ ≤ L

∣
∣φ(x)− ψ(x)

∣
∣. (5.83)

Next, define
ǫ := min{ǫ̃, 1/(2L)}

and, using the compactness of Bǫ(x0) = [x0 − ǫ, x0 + ǫ] plus the continuity of φ, ψ,

M := max
{
|φ(x)− ψ(x)| : x ∈ Bǫ(x0)

}
<∞.

From (5.82) and (5.83), we obtain

∀
x∈Bǫ(x0)

|φ(x)− ψ(x)| ≤ L

∣
∣
∣
∣

∫ x

x0

|φ(t)− ψ(t)| dt
∣
∣
∣
∣
≤ L |x− x0|M ≤ M

2
(5.84)

(note that the integral in (5.84) can be negative for x < x0). The definition of M
together with (5.84) yields M ≤M/2, i.e. M = 0, finishing the proof of (5.81).

2Here, we claim at most one solution. We do not claim or prove the existence of a solution, even
though, for continuous f , the Peano theorem [Phi16b, Th. 3.8] also yields the existence of a solution in
some neighborhood of x0.
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To prove φ(x) = ψ(x) for each x ≥ x0, let

s := sup{ξ ∈ I : φ(x) = ψ(x) for each x ∈ [x0, ξ]}.

One needs to show s = sup I. If s = sup I does not hold, then there exists α > 0 such
that [s, s+ α] ⊆ I. Then the continuity of φ, ψ implies φ(s) = ψ(s), i.e. φ and ψ satisfy
the same initial value problem at s such that (5.81) must hold with s instead of x0, in
contradiction to the definition of s. Finally, φ(x) = ψ(x) for each x ≤ x0 follows in a
completely analogous fashion, which concludes the proof of the theorem. �

Example 5.23. According to Th. 5.22, the condition of f being continuous and locally
Lipschitz with respect to y is sufficient for each initial value problem (5.79) to have a
unique solution. However, this condition is not necessary: The continuous function

f : R2 −→ R, f(x, y) :=

{

1 for y ≤ 0,

1 +
√
y for y ≥ 0,

(5.85)

is not locally Lipschitz with respect to y, but, for each (x0, y0) ∈ R2, the initial value
problem (5.79) still has a unique solution in the sense that (5.80) holds for each solution
φ to (5.79a): Indeed, if x ∈ R, then f is not Lipschitz continuous with respect to y in
any neighborhood of (x, 0), e.g., since

lim
k→∞

f(x, 1/k)− f(x, 0)
1
k

= lim
k→∞

1 +
√

1
k
− 1

1
k

= lim
k→∞

√
k = ∞. (5.86)

Now the idea is to show that, for each (x0, y0) ∈ R2, we can apply the separation of
variables Th. 5.6 with I ′ = I = J = R. Here, the functions of (5.15) are

F : R −→ R, F (x) =

∫ x

x0

dt = x− x0, (5.87)

G : R −→ R, G(y) =

∫ y

y0

dt

f(1, t)
. (5.88)

Note that G is strictly increasing, since f is strictly positive; moreover, G is continuous
(even differentiable). The functions F and G are both surjective: For F this is clear
and for G it follows from the intermediate value theorem: For each y ≤ 0, we have

G(y) =

∫ y

y0

dt = y − y0.

For each y ≥ 1, we have

G(y) =

∫ y

y0

dt

f(1, t)
>

∫ y

max{1,y0}

1

1 + t
dt = ln(1 + y)− ln

(
1 + max{1, y0}

)
.
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Thus, together

G(y)

{

= y − y0 for y ≤ 0,

> ln(1 + y)− ln
(
1 + max{1, y0}

)
for y ≥ 1,

(5.89)

implying G(y) → −∞ for y → −∞ and G(y) → ∞ for y → ∞. Thus, we have
F (R) = R = G(R) and, according to Th. 5.6(a),

φ : R −→ R, φ(x) = G−1
(
F (x)

)
= G−1(x− x0), (5.90)

is the unique solution to (5.79).

A Linear Algebra

A.1 Vector Spaces

In [Phi25], we encountered the abstract definition of a field in [Phi25, Def. 4.4], and we
studied the fields Q, R, and C. Even though we will formulate the following definitions
and results using a general field F as defined in [Phi25, Def. 4.4], for the purposes of
the present lecture, you may always think of F as being the field of real numbers R or
the field of complex numbers C.

Definition A.1. Let F be a field and let V be a nonempty set with two maps

+ : V × V −→ V, (x, y) 7→ x+ y,

· : F × V −→ V, (λ, x) 7→ λ · x (A.1)

(+ is called (vector) addition and · is called scalar multiplication; often one writes xy
instead of x·y – please take care not to confuse the vector addition on V with the addition
on F and, likewise, not to confuse the scalar multiplication with the multiplication on
F , the symbol + is used for both additions and · is used for both multiplications, but
you can always determine from the context which addition or multiplication is meant).
Then V is called a vector space or a linear space over F (sometimes also an F -vector
space) if, and only if, the following conditions are satisfied:

(i) V is a commutative group with respect to +. The neutral element with respect to
+ is denoted 0 (do not confuse 0 ∈ V with 0 ∈ F – once again, the same symbol
is used for different objects (both objects only coincide for F = V )).
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(ii) Distributivity:

∀
λ∈F

∀
x,y∈V

λ(x+ y) = λx+ λy, (A.2a)

∀
λ,µ∈F

∀
x∈V

(λ+ µ)x = λx+ µx. (A.2b)

(iii) Compatibility between Multiplication on F and Scalar Multiplication:

∀
λ,µ∈F

∀
x∈V

(λµ)x = λ(µx). (A.3)

(iv) The neutral element with respect to the multiplication on F is also neutral with
respect to the scalar multiplication:

∀
x∈V

1x = x. (A.4)

If V is a vector space over F , then one calls the elements of V vectors and the elements
of F scalars.

Example A.2. (a) Every field F is a vector space over itself if one uses the field ad-
dition in F as the vector addition and the field multiplication in F as the scalar
multiplication (as important special cases, we obtain that R is a vector space over
R and C is a vector space over C): All the vector space laws are immediate con-
sequences of the corresponding field laws: Def. A.1(i) holds as every field is a
commutative group with respect to addition; Def. A.1(ii) follows from the field dis-
tributivity [Phi25, Def. (4.5)] and multiplicative commutativity on F ; Def. A.1(iii)
is merely the multiplicative associativity on F ; and Def. A.1(iv) holds, since scalar
multiplication coincides with field multiplication on F .

(b) The reasoning in (a) actually shows that every field F is a vector space over every
subfield E of F (over every E ⊆ F that is a field with respect to the addition and
multiplication defined on F ). In particular, R is a vector space over Q.

(c) If A is any nonempty set, F is a field, and Y is a vector space over the field F ,
then we can make V := F(A, Y ) = Y A (the set of functions from A into Y ) into a
vector space over F by defining for each f, g : A −→ Y :

(f + g) : A −→ Y, (f + g)(x) := f(x) + g(x), (A.5a)

(λ · f) : A −→ Y, (λ · f)(x) := λ · f(x) for each λ ∈ F (A.5b)

(note that, for Y = F = K, the above definitions are the same as the ones in [Phi25,
(6.1a)] and [Phi25, (6.1b)], respectively).

It is an exercise to verify that (V,+, ·) is, indeed, a vector space over F .
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(d) For each n ∈ N, (Kn,+, ·), with vector addition and scalar multiplication as defined
in (1.1a) and (1.1c), respectively, constitutes a vector space over K. The validity
of Def. A.1(i) – Def. A.1(iv) can easily be verified directly, but (Kn,+, ·) can also
be seen as a special case of (c) with A = {1, . . . , n} and Y = F = K. To this end,
recall that, according to [Phi25, Ex. 2.15(c)], Kn = K{1,...,n} = F

(
{1, . . . , n},K

)
is

the set of functions from {1, . . . , n} into K. Then z = (z1, . . . , zn) ∈ Kn is the same
as the function f : {1, . . . , n} −→ K, f(j) = zj. Thus, (1.1a) is, indeed, the same
as (A.5a), and (1.1c) is, indeed, the same as (A.5b).

Definition and Remark A.3. Let (V,+, ·) be a vector space over the field F . A
subset U ⊆ V is called a subspace of V if, and only if, U is a vector space over F with
respect to the operations + and · it inherits from V . Clearly, every law (commutativity,
associativity, etc.) that holds on V must, in particular, hold on U , showing that ∅ 6=
U ⊆ V is a subspace of V if, and only if,

∀
x,y∈U

x+ y ∈ U, (A.6a)

∧ ∀
λ∈F

∀
x∈U

λx ∈ U. (A.6b)

which holds if, and only if,

∀
λ,µ∈F

∀
x,y∈U

λx+ µy ∈ U. (A.7)

Example A.4. (a) Q is not a subspace of R if R is considered as a vector space over
R (for example,

√
2 · 2 /∈ Q). However, Q is a subspace of R if R is considered as a

vector space over Q.

(b) From Ex. A.2(c), we know that, for each ∅ 6= A, F(A,K) constitutes a vector space
overK. Thus, as a consequence of Def. and Rem. A.3, a subset of F(A,K) is a vector
space over K if, and only if, it is closed under addition and scalar multiplication.
By using results from [Phi25], we obtain the following examples:

(i) The set P(K) of all polynomials mapping from K into K is a vector space over
K by [Phi25, Rem. 6.4]; for each n ∈ N0, the set Pn(K) of all such polynomials
of degree at most n is also a vector space over K by [Phi25, Rem. (6.4a),(6.4b)].

(ii) If ∅ 6= M ⊆ C, then the set of continuous functions from M into K, i.e.
C(M,K), is a vector space over K by [Phi25, Th. 7.38].

(iii) If a, b ∈ R∪{−∞,∞} and a < b, then the set of differentiable functions from
I :=]a, b[ into K is a vector space over K by [Phi25, Th. 9.6(a),(b)]. Moreover,
[Phi25, Th. 9.6(a),(b)] also implies that, for each k ∈ N, the set of k times
differentiable functions from I into K is a vector space over K, and so is each
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set Ck(I,K) of k times continuously differentiable functions ([Phi25, Th. 7.38]
is also needed for the last conclusion). The set C∞(I,K) is also a vector space
over K by Th. A.5(a) below.

Theorem A.5. Let V be a vector space over the field F .

(a) Let I 6= ∅ be an index set and (Ui)i∈I a family of subspaces of V . Then the inter-
section U :=

⋂

i∈I Ui is also a subspace of V .

(b) In contrast to intersections, unions of subspaces are almost never subspaces. More
precisely, if U1 and U2 are subspaces of V , then

U1 ∪ U2 is subspace of V ⇔
(

U1 ⊆ U2 ∨ U2 ⊆ U1

)

. (A.8)

Proof. (a): Since 0 ∈ U , we have U 6= ∅. If x, y ∈ U and λ, µ ∈ F , then λx + µy ∈ Ui

for each i ∈ I, implying λx + µy ∈ U . Thus, U is a subspace of V by Def. and Rem.
A.3.

(b): If U1 ⊆ U2, then U1 ∪ U2 = U2, which is a subspace of V . If U2 ⊆ U1, then
U1 ∪ U2 = U1, which is a subspace of V . Conversely, assume U1 6⊆ U2 and U1 ∪ U2 is a
subspace of V . We have to show U2 ⊆ U1. Let u1 ∈ U1 \ U2 and u2 ∈ U2. Since U1 ∪ U2

is subspace, u1 + u2 ∈ U1 ∪ U2. If u1 + u2 ∈ U2, then u1 = (u1 + u2) − u2 ∈ U2, in
contradiction to u1 /∈ U2. Thus u1 + u2 ∈ U1, implying u2 = (u1 + u2) − u1 ∈ U1, i.e.
U2 ⊆ U1. �

Definition A.6. Let V be a vector space over the field F .

(a) Let n ∈ N and v1, . . . , vn ∈ V . A vector v ∈ V is called a linear combination of
v1, . . . , vn if, and only if, there exist λ1, . . . , λn ∈ F (often called coefficients in this
context) such that

v =
n∑

i=1

λi vi. (A.9)

Morover, a vector v ∈ V is called linearly dependent on a subset U of V (or on
the vectors in U) if, and only if, v = 0 or there exists n ∈ N and u1, . . . , un ∈ U
such that v is a linear combination of u1, . . . , un. Otherwise, v is called linearly
independent of U .

(b) A subset U of V is called linearly independent if, and only if, whenever 0 ∈ V is
written as a linear combination of distinct elements of U , then all coefficients must
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be 0 ∈ F , i.e. if, and only if,
(

n ∈ N ∧ W ⊆ U ∧ #W = n ∧
∑

u∈W

λu u = 0 ∧ ∀
u∈W

λu ∈ F

)

⇒ ∀
u∈W

λu = 0. (A.10a)

Occasionally, one also wants to have the notion available for families of vectors
instead of sets, and one calls a family (ui)i∈I of vectors in V linearly independent
if, and only if,

(

n ∈ N ∧ J ⊆ I ∧ #J = n ∧
∑

j∈J

λj uj = 0 ∧ ∀
j∈J

λj ∈ F

)

⇒ ∀
j∈J

λj = 0. (A.10b)

Sets and families that are not linearly independent are called linearly dependent.

Example A.7. Let V be a vector space over the field F .

(a) ∅ is linearly independent: Indeed, if U = ∅, then the left side of the implication in
(A.10a) is always false (since W ⊆ U means #W = 0), i.e. the implication is true.
Moreover, by Def. A.6(a), v ∈ V is linearly dependent on ∅ if, and only if, v = 0
(this is also consistent with

∑

u∈∅ λuu = 0.

(b) If 0 ∈ U ⊆ V , then U is linearly dependent (in particular, {0} is linearly dependent),
due to 1 · 0 = 0. Moreover, if v ∈ V , then 0 = 0 · v, which, together with (a), shows
0 to be linearly dependent on every subset of V .

(c) If 0 6= v ∈ V and λ ∈ F with λv = 0, then λ = 0, showing {v} to be linearly
independent. However, the family (v, v) is always linearly dependent, since 1v +
(−1)v = 0 (also for v = 0). Moreover, 1v = v also shows that every v ∈ V is
linearly dependent on itself.

Definition A.8. Let V be a vector space over the field F , A ⊆ V , and

U :=
{
U ∈ P(V ) : A ⊆ U ∧ U is subspace of V

}
. (A.11)

Then the set
〈A〉 := spanA :=

⋂

U∈U

U (A.12)

is called the span of A. Moreover A is called a spanning set of V if, and only if, 〈A〉 = V .
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Proposition A.9. Let V be a vector space over the field F and A ⊆ V .

(a) 〈A〉 is a subspace of V , namely the smallest subspace of V containing A.

(b) If A = ∅, then 〈A〉 = {0}; if A 6= ∅, then 〈A〉 is the set of all linear combinations
of elements from A, i.e.

〈A〉 =
{

n∑

i=1

λi ai : n ∈ N ∧ λ1, . . . , λn ∈ F ∧ a1, . . . , an ∈ A

}

. (A.13)

Proof. (a) is immediate from Th. A.5(a).

(b): For the case A = ∅, note that {0} is a subspace of V , and that {0} is contained in
every subspace of V . For A 6= ∅, let W denote the right-hand side of (A.13), and recall
from (A.12) that 〈A〉 is the intersection of all subspaces U of V that contain A. If U is
a subspace of V and A ⊆ U , then W ⊆ U , since U is closed under vector addition and
scalar multiplication, showing W ⊆ 〈A〉. On the other hand, W is clearly a subspace of
V that contains A, showing 〈A〉 ⊆ W , completing the proof of 〈A〉 = W . �

Definition A.10. Let V be a vector space over the field F and B ⊆ V .

(a) B is called a generating set for V if, and only if, 〈B〉 = V . One then also says that
V is generated or spanned by B.

(b) B is called a basis for V if, and only if, B is a generating set for V that is also
linearly independent (see Def. A.6(b)).

Theorem A.11. Let V be a vector space over the field F and B ⊆ V . Then the
following statements (i) – (iii) are equivalent:

(i) B is a basis for V .

(ii) B is a maximal linearly independent subset of V , i.e. B is linearly independent
and each set A ⊆ V with B ( A is linearly dependent.

(iii) B is a minimal generating set for V , i.e. 〈B〉 = V and 〈A〉 ( V for each A ( B.

Proof. See, e.g., [Phi19a, Th. 5.17]. �

Theorem A.12 (Coordinates). Let V be a vector space over the field F and assume
B ⊆ V is a basis of V . Then each vector v ∈ V has unique coordinates with respect
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to the basis B, i.e., for each v ∈ V , there exists a unique finite subset Bv of B and a
unique map c : Bv −→ F \ {0} such that

v =
∑

b∈Bv

c(b) b. (A.14)

Note that, for v = 0, one has Bv = ∅, c is the empty map, and (A.14) becomes 0 =
∑

b∈∅ c(b) b, employing the useful convention that sums over the empty set are defined
as 0.

Proof. The existence of Bv and the map c follows from the fact that the basis B is a
generating set, 〈B〉 = V . For the uniqueness proof, consider finite sets Bv, B̃v ⊆ B and
maps c : Bv −→ F \ {0}, c̃ : B̃v −→ F \ {0} such that

v =
∑

b∈Bv

c(b) b =
∑

b∈B̃v

c̃(b) b. (A.15)

Extend both c and c̃ to A := Bv ∪ B̃v by letting c(b) := 0 for b ∈ B̃v \ Bv and c̃(b) := 0
for b ∈ Bv \ B̃v. Then

0 =
∑

b∈A

(
c(b)− c̃(b)

)
b, (A.16)

such that the linear independence of A implies c(b) = c̃(b) for each b ∈ A, which, in
turn, implies Bv = B̃v and c = c̃. �

Remark A.13. If the basis B of V has finitely many elements, then one often enumer-
ates the elements B = {b1, . . . , bn}, n = #B ∈ N, and writes λi := c(bi) for bi ∈ Bv,
λi := 0 for bi /∈ Bv, such that (A.14) takes the, perhaps more familiar looking, form

v =
n∑

i=1

λibi. (A.17)

Theorem A.14. Every vector space V over a field F has a basis B ⊆ V . Moreover,
bases of V have a unique cardinality, i.e. if B ⊆ V and B̃ ⊆ V are both bases of V , then
there exists a bijective map φ : B −→ B̃. In particular, if #B = n ∈ N0, then #B̃ = n.

Proof. See, e.g., [Phi19a, Th. 5.23(b),(c)]. �

Definition A.15. According to Th. A.14, for each vector space V over a field F , the
cardinality of its bases is unique. This unique cardinality is called the dimension of V and
is denoted dimV . If dimV < ∞ (i.e. dimV ∈ N0), then V is called finite-dimensional,
otherwise infinite-dimensional.
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Example A.16. Given a field F and a nonempty set I, let F I
fin denote the set of

functions f : I −→ F such that there exists a finite set If ⊆ I satisfying

f(i) = 0 for each i ∈ I \ If , (A.18a)

f(i) 6= 0 for each i ∈ If . (A.18b)

Then F I
fin = F I if, and only if, I is finite (for example F n

fin = F n for n ∈ N); in general
F I
fin is a strict subset of F I . However, if f, g ∈ F I

fin and λ ∈ F , then Iλf = If for λ 6= 0,
Iλf = ∅ for λ = 0, and If+g ⊆ If ∪ Ig, showing F I

fin is always a subspace of F I . Define

ei : I −→ F, ei(j) :=

{

1 if j = i,

0 if j 6= i.
(A.19)

Then Iei = {i} for each i ∈ I, in particular, ei ∈ F I
fin for each i ∈ I. We claim that

B := {ei : i ∈ I} is a basis for F I
fin. Indeed, if f ∈ F I

fin, then

f =
∑

i∈If

f(i)ei, (A.20)

showing 〈B〉 = F I
fin. If J is a finite subset of I and (λj)j∈J is a family in F such that

∑

j∈J

λjej ≡ 0, (A.21)

then

∀
j∈J

λj
(A.19)
=

∑

j∈J

λjej(j)
(A.21)
= 0, (A.22)

proving B is linearly independent. Clearly, #B = #I, so we have shown

dimF I
fin = #I. (A.23)

In particular, we have shown that, for each n ∈ N, the set {ej : j = 1, . . . , n}, where

e1 := (1, 0, . . . , 0), e2 := (0, 1, . . . , 0), . . . , en := (0, . . . , 0, 1), (A.24)

forms a basis of F n (of Rn if F = R and of Cn if F = C),

dimF n = dimRn = dimCn = n. (A.25)

Remark A.17. We will see in Th. A.25 below that, in a certain sense, F I
fin is the only

vector space of dimension #I over F . In particular, for n ∈ N, you can think of Kn as
the standard model of an n-dimensional vector space over K.
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A.2 Linear Maps

Definition A.18. Let V and W be vector spaces over the field F .

(a) A map A : V −→ W is called F -linear (or merely linear if the field F is understood)
if, and only if,

∀
v1,v2∈V

A(v1 + v2) = A(v1) + A(v2), (A.26a)

∧ ∀
λ∈F

∀
v∈V

A(λv) = λA(v) (A.26b)

or, equivalently, if, and only if,

∀
λ,µ∈F

∀
v1,v2∈V

A(λv1 + µv2) = λA(v1) + µA(v2) (A.27)

(note that, in general, vector addition and scalar multiplication will be different on
the left-hand sides and right-hand sides of the above equations).

One also calls linear maps (vector space) homomorphisms. We denote the set of all
F -linear maps from V into W by L(V,W ).

(b) A linear map I : V −→ W is called a (vector space or linear) isomorphism if,
and only if, it is bijective (i.e. invertible). The vector spaces V and W are called
isomorphic (denoted V ∼= W ) if, and only if, there exists a vector space isomorphism
I : V −→ W .

Theorem A.19. Let V and W be vector spaces over the field F . If I : V −→ W is a
linear isomorphism, then so is I−1 : W −→ V (i.e. I−1 is not only bijective, but also
linear).

Proof. See, e.g., [Phi19a, Prop. 6.3(b)]. �

Definition A.20. Let V and W be vector spaces over the field F , and A ∈ L(V,W ).
Define the kernel and the image of A by

kerA := A−1{0} = {v ∈ V : A(v) = 0}, (A.28a)

ImA := A(V ) = {A(v) : v ∈ V }, (A.28b)

respectively.

Theorem A.21. Let V and W be vector spaces over the field F , and A ∈ L(V,W ).

(a) kerA is a subspace of V and ImA is a subspace of W .
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(b) A is injective if, and only if, kerA = {0}.

Proof. (a): See, e.g., [Phi19a, Prop. 6.3(c)].

(b): Since A(0) = 0, A being injective implies kerA = {0}. Conversely, assume kerA =
{0} and A(v1) = A(v2) for v1, v2 ∈ V . Then A(−v1+ v2) = −A(v1)+A(v2) = −A(v1)+
A(v1) = 0, i.e. −v1 + v2 ∈ kerA, i.e. −v1 + v2 = 0, showing v1 = v2 and the injectivity
of A. �

Theorem A.22 (Dimension Formulas). Let V and W be vector spaces over the field F ,
and let A : V −→ W be linear.

(a) If V is finite-dimensional, then dimV = dimkerA+ dim ImA.

(b) If V is finite-dimensional, then dim ImA ≤ dimV .

(c) If W is finite-dimensional, then dim ImA ≤ dimW .

Proof. See, e.g., [Phi19a, Th. 6.8]. �

Proposition A.23. Let V andW be vector spaces over the field F , and let A : V −→ W
be linear.

(a) A is injective if, and only if, for each linearly independent subset S of V , A(S) is
a linearly independent subset of W .

(b) A is surjective if, and only if, for each generating subset S of V , A(S) is a generating
subset of W .

(c) A is bijective if, and only if, for each basis B of V , A(B) is a basis of W .

Proof. (a): If A is not injective, then, according to Th. A.21(b), there exists 0 6= v ∈ V
such that A(v) = 0. Then S := {v} is linearly independent, whereas A(S) = {0} is
not. Conversely, if A is injective, S ⊆ V is linearly independent, and λ1, . . . , λn ∈ F ;
s1, . . . , sn ∈ S; n ∈ N; such that

0 =
n∑

i=1

λiA(si) = A

(
n∑

i=1

λisi

)

, (A.29)

then
∑n

i=1 λisi = 0 by Th. A.21(b), implying λ1 = · · · = λn = 0, showing that A(S) is
also linearly independent.

(b): If A is not surjective, then 〈A(V )〉 = ImA 6= W , since ImA is a subspace of W .
Conversely, if A is surjective, S ⊆ V , 〈S〉 = V , and w ∈ W , then there are v ∈ V ;
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λ1, . . . , λn ∈ F ; s1, . . . , sn ∈ S; n ∈ N; such that A(v) = w and v =
∑n

i=1 λisi, i.e.
w = A(v) =

∑n
i=1 λiA(si), proving w ∈ 〈A(S)〉. Since w ∈ W was arbitrary, we have

shown 〈A(S)〉 = W .

(c) follows immediately by combining (a) and (b) (recalling that a basis is a linearly
independent generating set). �

Theorem A.24. Let V and W be vector spaces over the field F . Then each linear map
A : V −→ W is uniquely determined by its values on a basis of V . More precisely, if B is
a basis of V , (wb)b∈B is a family in W , and, for each v ∈ V , Bv and cv : Bv −→ F \{0}
are as in Th. A.12 (we now write cv instead of c to underline the dependence of c on v),
then the map

A : V −→ W, A(v) = A

(
∑

b∈Bv

cv(b) b

)

:=
∑

b∈Bv

cv(b)wb, (A.30)

is linear, and Ã ∈ L(V,W ) with

∀
b∈B

Ã(b) = wb, (A.31)

implies A = Ã.

Proof. We first verify A is linear. Let v ∈ V and λ ∈ F . If λ = 0, then A(λv) = A(0) =
0 = λA(v). If λ 6= 0, then Bλv = Bv, cλv = λcv, and

A(λv) = A

(
∑

b∈Bλv

cλv(b) b

)

=
∑

b∈Bv

λ cv(b)wb = λA

(
∑

b∈Bv

cv(b) b

)

= λA(v). (A.32a)

Now let u, v ∈ V . If u = 0, then A(u + v) = A(v) = 0 + A(v) = A(u) + A(v),
and analogously if v = 0. So assume u, v 6= 0. If u + v = 0, then v = −u and
A(u+v) = A(0) = 0 = A(u)+A(−u) = A(u)+A(v). If u+v 6= 0, then Bu+v ⊆ Bu∪Bv

and

A(u+ v) = A




∑

b∈Bu+v

cu+v(b) b



 =
∑

b∈Bu+v

cu+v(b)wb

=
∑

b∈Bu

cu(b)wb +
∑

b∈Bv

cv(b)wb = A(u) + A(v). (A.32b)

If v ∈ V and Bv and cv are as before, then the linearity of Ã and (A.31) imply

Ã(v) = Ã

(
∑

b∈Bv

cv(b) b

)

Ã∈L(V,W )
=

∑

b∈Bv

cv(b) Ã(b) =
∑

b∈Bv

cv(b)wb = A(v). (A.33)
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Since (A.33) establishes Ã = A, the proof is complete. �

Theorem A.25. Let V and W be vector spaces over the field F . Then V ∼= W (i.e. V
and W are isomorphic) if, and only if, dimV = dimW .

Proof. Suppose dimV = dimW . If BV is a basis of V and BW is a basis of W , then
there exists a bijective map i : BV −→ BW . According to Th. A.24, i defines a unique
linear map A : V −→ W with A(b) = i(b) for each b ∈ BV . More precisely, letting, once
again, for each v ∈ V , Bv and cv : Bv −→ F \ {0} be as in Th. A.12 (writing cv instead
of c to underline the dependence of c on v),

∀
v∈V

A(v) = A

(
∑

b∈Bv

cv(b) b

)

=
∑

b∈Bv

cv(b) i(b). (A.34)

It remains to show A is bijective. If v 6= 0, then Bv 6= ∅ and A(v) =
∑

b∈Bv
cv(b) i(b) 6= 0,

since cv(b) 6= 0 and {i(b) : b ∈ Bv} ⊆ BW is linearly independent, showing A is injective
by Th. A.21(b). If w ∈ W , then there exists a finite set B̃w ⊆ BW and cw : Bw −→ F
such that

∑

b̃∈B̃w
c̃w(b̃) b̃. Then

A




∑

b̃∈B̃w

c̃w(b̃) i
−1(b̃)




Ã∈L(V,W )

=
∑

b̃∈B̃w

c̃w(b̃)A
(

i−1(b̃)
)

i−1(b̃)∈BV
=

∑

b̃∈B̃w

c̃w(b̃) i
(

i−1(b̃)
)

=
∑

b̃∈B̃w

c̃w(b̃) b̃ = w, (A.35)

showing ImA = W , completing the proof that A is bijective.

If A : V −→ W is a linear isomorphism and B is a basis for V , then, by Prop. A.23(c),
A(B) is a basis for W . As A is bijective, so is A↾B, showing dimV = #B = #A(B) =
dimW as claimed. �

Definition A.26. Let V andW be vector spaces over the field F . We define an addition
and a scalar multiplication on L(V,W ) by

(A+ B) : V −→ W, (A+B)(x) := A(x) + B(x), (A.36a)

(λ · A) : V −→ W, (λ · A)(x) := λ · A(x) for each λ ∈ F . (A.36b)

Theorem A.27. Let V and W be vector spaces over the field F . The addition and
scalar multiplication on L(V,W ) given by (A.36) are well-defined in the sense that, if
A,B ∈ L(V,W ) and λ ∈ F , then A+B ∈ L(V,W ) and λA ∈ L(V,W ). Moreover, with
the operations defined in (A.36), L(V,W ) forms a vector space over F .
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Proof. We note that + and · as defined in Def. A.26 coincide with + and · as defined in
Ex. A.2(c). Thus, it only remains to show that L(V,W ) is a subspace of F(V,W ) = W V .
To this end, let A,B ∈ L(V,W ) and λ ∈ F . If v, v1, v2 ∈ V and µ ∈ F , then

(A+ B)(v1 + v2) = A(v1 + v2) + B(v1 + v2) = A(v1) + A(v2) + B(v1) +B(v2)

= (A+ B)(v1) + (A+ B)(v2),

(A+ B)(µv) = A(µv) + B(µv) = µAv + µBv = µ(Av + Bv) = µ
(
(A+ B)(v)

)
,

(λA)(v1 + v2) = λ
(
A(v1 + v2)

)
= λ(Av1) + λ(Av2) = (λA)(v1) + (λA)(v2),

(λA)(µv) = λ
(
A(µv)

)
= λµ(Av) = µ

(
(λA)(v)

)
,

proving A+ B ∈ L(V,W ) and λA ∈ L(V,W ), as desired. �

Theorem A.28. Let V and W be finite-dimensional vector spaces over the field F , let
{v1, . . . , vn} and {w1, . . . , wm} be bases of V and W , respectively; m,n ∈ N. Using Th.
A.24, define maps Aji ∈ L(V,W ) by letting

∀
(j,i,k)∈{1,...,m}×{1,...,n}2

Aji(vk) :=

{

wj for k = i,

0 for k 6= i.
(A.37)

Then
{
Aji : (j, i) ∈ {1, . . . ,m} × {1, . . . , n}

}
constitutes a basis for L(V,W ) and, in

particular,
dimL(V,W ) = dimV · dimW = n ·m. (A.38)

Proof. See, e.g., [Phi19a, Th. 6.19(b)]. �

Theorem A.29. Let V,W,X be vector spaces over the field F .

(a) The composition of linear maps is linear, i.e. if A ∈ L(V,W ) and B ∈ L(W,X),
then B ◦ A ∈ L(V,X).

(b) If A ∈ L(W,X) and B,C ∈ L(V,W ), then

A ◦ (B + C) = A ◦B + A ◦ C. (A.39)

(c) If A,B ∈ L(W,X) and C ∈ L(V,W ), then

(A+ B) ◦ C = A ◦ C + B ◦ C. (A.40)

Proof. See, e.g., [Phi19a, Prop. 6.3(a)] and [Phi19a, Lem. 6.20]. �
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A.3 Matrices

Matrices provide a convenient representation for linear maps A between finite-dimen-
sional vector spaces V andW . Recall the basis

{
Aji : (j, i) ∈ {1, . . . ,m}×{1, . . . , n}

}
of

L(V,W ) that, in Th. A.28, was shown to arise from bases {v1, . . . , vn} and {w1, . . . , wm}
of V and W , respectively; m,n ∈ N. Thus, each A ∈ L(V,W ) can be written in the
form

A =
n∑

i=1

m∑

j=1

ajiAji, (A.41)

with coordinates (aji)(j,i)∈{1,...,m}×{1,...,n} in F . This motivates the following definition of
matrices.

Definition A.30. Let F be a field and m,n ∈ N. A family (aji)(j,i)∈{1,...,m}×{1,...,n} in F
is called an m-by-n or an m×n matrix over F , where m×n is called the size, dimension
or type of the matrix. The aji are called the entries or elements of the matrix. One also
writes just (aji) instead of (aji)(j,i)∈{1,...,m}×{1,...,n} if the size of the matrix is understood.
One usually thinks of the m× n matrix (aji) as the rectangular array

(aji) =






a11 . . . a1n
...

...
...

am1 . . . amn




 (A.42)

with m rows and n columns. One therefore also calls 1 × n matrices row vectors and
m × 1 matrices column vectors, and one calls n × n matrices quadratic. The set of all
m× n matrices over F is denoted by M(m,n, F ), and for the set of all quadratic n× n
matrices, one uses the abbreviation M(n, F ) := M(n, n, F ).

Definition A.31 (Matrix Arithmetic). Let F be a field and m,n, l ∈ N.

(a) Matrix Addition: For m× n matrices (aji) and (bji) over F , define the sum

(aji) + (bji) := (aji + bji). (A.43)

(b) Scalar Multiplication: For each m× n matrix (aji) and each λ ∈ F , define

λ (aji) := (λ aji). (A.44)

(c) Matrix Multiplication: For each m×n matrix (aji) and each n× l matrix (bji) over
F , define the product

(aji)(bji) :=

(
n∑

k=1

ajkbki

)

(j,i)∈{1,...,m}×{1,...,l}

, (A.45)
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i.e. the product of an m× n matrix and an n× l matrix is an m× l matrix (cf. Th.
A.35 below).

Remark A.32. We consider matrices over a field F .

(a) For eachm,n ∈ N, the set M(m,n, F ) ofm×n matrices over F with the operations
of Def. A.31(a),(b) constitutes a vector space over F : An m × n matrix A =
(aji)(j,i)∈{1,...,m}×{1,...,n} is defined as a family in F , i.e., recalling [Phi25, Def. 2.14(a)],
A is defined as the function A : {1, . . . ,m} × {1, . . . , n} −→ F , A(j, i) = aji;
and M(m,n, F ) = F

(
{1, . . . ,m} × {1, . . . , n}, F

)
(so we notice that matrices are

nothing new in terms of objects, but just a new way of thinking about functions
from {1, . . . ,m} × {1, . . . , n} into F , that turns out to be convenient in certain
contexts). Thus, the operations defined in Def. A.31(a),(b) are precisely the same
operations that were defined in (A.5) and M(m,n, F ) is a vector space according
to Ex. A.2(c). Clearly, the map

I : M(m,n, F ) −→ Fm·n, (aji) 7→ (λ1, . . . , λm·n),

where λk = aji if, and only if, k = (j − 1) · n+ i,
(A.46)

constitutes a linear isomorphism. Other important linear isomorphisms between
M(m,n, F ) and vector spaces of linear maps will be provided in Th. A.33 below.

(b) Matrix multiplication is associative whenever all relevant multiplications are de-
fined. More precisely, if A is an m × n matrix, B is an n × l, and C is an l × p
matrix, then

(AB)C = A(BC) : (A.47)

Indeed, one has m× p matrices (AB)C = (dji) and A(BC) = (eji), where

dji =
l∑

α=1

(
n∑

k=1

ajkbkα

)

cαi =
l∑

α=1

n∑

k=1

ajkbkαcαi =
n∑

k=1

ajk

(
l∑

α=1

bkαcαi

)

= eji.

(A.48)

(c) Matrix multiplication is, in general, not commutative: If A is an m× n matrix and
B is an n× l with m 6= l, then BA is not even defined. If m = l, but m 6= n, then
AB has dimension m × m, but BA has different dimension, namely n × n. And
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even if m = n = l > 1, then commutativity is, in general not true – for example







1 1 . . . 1
0 0 . . . 0
...

...
...

...
0 0 . . . 0















1 0 . . . 0
1 0 . . . 0
...

...
...

...
1 0 . . . 0








=








λ 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0







, (A.49a)








1 0 . . . 0
1 0 . . . 0
...

...
...

...
1 0 . . . 0















1 1 . . . 1
0 0 . . . 0
...

...
...

...
0 0 . . . 0








=








1 1 . . . 1
1 1 . . . 1
...

...
...

...
1 1 . . . 1







. (A.49b)

Note that λ = m for F = R, but, in general, λ will depend on F , e.g. for F = {0, 1},
one obtains λ = m mod 2.

—

Let us come back to the situation discussed at the beginning of the section above,
resulting in (A.41). Let v =

∑n
i=1 λivi ∈ V with λ1, . . . , λn ∈ F . Then

A(v) =
n∑

i=1

λiA(vi) =
n∑

i=1

λi

n∑

k=1

m∑

j=1

ajkAjk(vi)
(A.37)
=

n∑

i=1

λi

m∑

j=1

ajiwj

=
m∑

j=1

(
n∑

i=1

ajiλi

)

wj. (A.50)

Thus, if we represent v by a column vector ṽ (an n×1 matrix) containing its coordinates
λ1, . . . , λn with respect to the basis {v1, . . . , vn} and A(v) by a column vector w̃ (anm×1
matrix) containing its coordinates with respect to the basis {w1, . . . , wm}, then (A.50)
shows

w̃ =Mṽ =M






λ1
...
λn




 , where M := (aji). (A.51)

For finite-dimensional vector spaces, the precise relationship between linear maps, bases,
and matrices is provided by the following theorem:

Theorem A.33. Let V and W be finite-dimensional vector spaces over the field F , let
{v1, . . . , vn} and {w1, . . . , wm} be bases of V and W , respectively; m,n ∈ N. Then the
map

I : L(V,W ) −→ M(m,n, F ), A 7→ (aji), (A.52)

where the aji are given by (A.41) constitutes a linear isomorphism.
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Proof. According to Th. A.28,
{
Aji : (j, i) ∈ {1, . . . ,m} × {1, . . . , n}

}
forms a basis of

L(V,W ). Thus, to every family of coordinates
{
aji : (j, i) ∈ {1, . . . ,m} × {1, . . . , n}

}

in F , (A.41) defines a unique element of L(V,W ), i.e. I is bijective. It remains to verify
that I is linear. To this end, let λ, µ ∈ F and A,B ∈ M(m,n, F ) with

A =
n∑

i=1

m∑

j=1

ajiAji, (aji) = I(A) ∈ M(m,n, F ), (A.53a)

B =
n∑

i=1

m∑

j=1

bjiAji, (bji) = I(B) ∈ M(m,n, F ). (A.53b)

Then

λA+ µB = λ
n∑

i=1

m∑

j=1

ajiAji + µ
n∑

i=1

m∑

j=1

bjiAji =
n∑

i=1

m∑

j=1

(λaji + µbji)Aji, (A.54)

showing

I(λA+ µB) = (λaji + µbji) = λ(aji) + µ(bji) = λI(A) + µI(B), (A.55)

proving the linearity of I. �

Definition and Remark A.34. In the situation of Th. A.33, for each A ∈ L(V,W ), one
calls the matrix I(A) = (aji) ∈ M(m,n, F ) the (transformation) matrix corresponding
to A with respect to the basis {v1, . . . , vn} of V and the basis {w1, . . . , wm} of W . If the
bases are understood, then one often tends to identify the map with its corresponding
matrix.

However, as I(A) depends on the bases, identifying A and I(A) is only admissible as
long as one keeps the bases of V and W fixed! Moreover, if one represents matrices as
rectangular arrays as in (A.42) (which one usually does), then one actually considers
the basis vectors of {v1, . . . , vn} and {w1, . . . , wm} as ordered from 1 to n (resp. m),
i.e. I(A) actually depends on the so-called ordered bases (v1, . . . , vn) and (w1, . . . , wm)
(ordered bases are tuples rather than sets and the matrix corresponding to A changes
if the order of the basis vectors changes).

Similarly, we had seen in (A.51) that it can be useful to identify a vector v =
∑n

i=1 λivi
with its coordinates (λ1, . . . , λn), typically represented as an n × 1 matrix (a column
vector, as in (A.51)) or a 1 × n matrix (a row vector). Obviously, this identification is
also only admissible as long as the basis {v1, . . . , vn} and its order is kept fixed.

—

The following Th. A.35 is the justification for defining matrix multiplication according
to Def. A.31(c).
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Theorem A.35. Let F be a field, let n,m, l ∈ N, and let V,W,X be finite-dimensional
vector spaces over F such that V has basis {v1, . . . , vn}, W has basis {w1, . . . , wm}, and
X has basis {x1, . . . , xl}. If A ∈ L(V,W ), B ∈ L(W,X), M = (aji) ∈ M(m,n, F )
is the matrix corresponding to A with respect to {v1, . . . , vn} and {w1, . . . , wm}, and
N = (bji) ∈ M(l,m, F ) is the matrix corresponding to B with respect to {w1, . . . , wm}
and {x1, . . . , xl}, then NM = (

∑m
k=1 bjkaki) ∈ M(l, n, F ) is the matrix corresponding to

BA with respect to {v1, . . . , vn} and {x1, . . . , xl}.

Proof. For each i ∈ {1, . . . , n}, one computes

(BA)(vi) = B
(
A(vi)

)
= B

(
m∑

k=1

akiwk

)

=
m∑

k=1

akiB(wk) =
m∑

k=1

aki

l∑

j=1

bjkxj

=
l∑

j=1

m∑

k=1

bjkakixj =
l∑

j=1

(
m∑

k=1

bjkaki

)

xj, (A.56)

proving NM = (
∑m

k=1 bjkaki) is the matrix corresponding to BA with respect to the
bases {v1, . . . , vn} and {x1, . . . , xl}. �

Definition and Remark A.36. Let F be a field, A := (aji)(j,i)∈{1,...,m}×{1,...,n} ∈
M(m,n, F ), and m,n ∈ N. Then we define the transpose of A, denoted At, by

At := (aji)(i,j)∈{1,...,n}×{1,...,m}. (A.57)

Thus, if A is an m×n matrix, then its transpose is an n×m matrix, where one obtains
At from A by switching rows and columns. One has to use care when using the notation
of (A.57), as one often implicitly assumes that, when writing (aji), the first index is for
rows and the second index for columns. However, this is actually determined by the
order of the factors of the Cartesian product that determines the domain of the family.
Whereas A is the map f : {1, . . . ,m}× {1, . . . , n} −→ F , f(j, i) = aji, its transpose A

t

is the map f t : {1, . . . , n} × {1, . . . ,m} −→ F , f t(i, j) = f(j, i) = aji. To emphasize
this in the notation, one can rewrite (A.57) in the form

At = (bij)(i,j)∈{1,...,n}×{1,...,m}, where ∀
(i,j)∈{1,...,n}×{1,...,m}

bij := aji. (A.58)

For the transpose of A, one also finds the notation A′ instead of At.

Theorem A.37. Let F be a field and m,n, l ∈ N.

(a) The map
I : M(m,n, F ) −→ M(n,m, F ), A 7→ At, (A.59)

is a linear isomorphism and

∀
A∈M(m,n,F )

(At)t = A. (A.60)
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(b) If A ∈ M(m,n, F ) and B ∈ M(n, l, F ), then

(AB)t = BtAt. (A.61)

Proof. (a): It is immediate from (A.57) that (A.60) is valid, showing I has an inverse
map and is, hence, bijective. So it just remains to verify I is linear. However, if
A,B ∈ M(m,n, F ), A = (aji), B = (bji), and µ, λ ∈ F , then

(λA+ µB)t = (λaji + µbji)
t
(j,i)∈{1,...,m}×{1,...,n} = (λaji + µbji)(i,j)∈{1,...,n}×{1,...,m}

= λ(aji)(i,j)∈{1,...,n}×{1,...,m} + µ(bji)(i,j)∈{1,...,n}×{1,...,m}

= λ(aji)
t
(j,i)∈{1,...,m}×{1,...,n} + µ(bji)

t
(j,i)∈{1,...,m}×{1,...,n}

= λAt + µBt, (A.62)

thereby establishing the case.

(b): Let A = (aji), B = (bji), A
t = (atji), B

t = (btji). Then

(AB)t
(A.45)
=

(
n∑

k=1

ajkbki

)t

(j,i)∈{1,...,m}×{1,...,l}

=

(
n∑

k=1

bkiajk

)

(i,j)∈{1,...,l}×{1,...,m}

=

(
n∑

k=1

bkjaik

)

(j,i)∈{1,...,l}×{1,...,m}

=

(
n∑

k=1

btjka
t
ki

)

(j,i)∈{1,...,l}×{1,...,m}

(A.45)
= BtAt, (A.63)

proving (A.61). �

A.4 Determinants

For each quadratic matrix A ∈ M(n, F ), one can define its determinant det(A) ∈ F ,
resulting in a function det : M(n, F ) −→ F that is often useful when studying matrices
and linear maps. One can characterize the determinant function axiomatically (see Def.
A.39 below), and, with some preparation, one can also provide an explicit formula (see
(A.82) below).

One important feature of the determinant is its being nonzero if, and only if, the matrix
is invertible (cf. Def. A.47 and Th. A.49(a) below). Another is the fact that the deter-
minant’s value only depends on the linear map defined by A and an arbitrary basis of
F n. This allows to define det : L(V, V ) −→ F as in Def. and Rem. A.54 below. One
can show that, if A ∈ L(V, V ) −→ F , then det(A) is a measure of the n-dimensional
volume distortion caused by applying A, but, here, we will not pursue this aspect.



A LINEAR ALGEBRA 144

Definition A.38. Let F be a field, n ∈ N. Then the n× n matrix

Id :=








1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1








= (eji), where eji :=

{

1 for j = i,

0 for j 6= i,
(A.64)

is called identity matrix or just identity or unit matrix. The dependence of Id on n
is suppressed in the notation, but n should always be clear from the context. In the
literature, one also finds the notation E or I instead of Id.

Definition A.39. Let F be a field, n ∈ N. A map det : M(n, F ) −→ F is called
determinant if, and only if, it satisfies the following conditions (i) – (iii):

(i) det is multilinear with regard to matrix columns, i.e., for each A ∈ M(n, F ),
b ∈ M(n, 1, F ), i ∈ {1, . . . , n}, and λ, µ ∈ F :

det(a1, . . . , λ ai + µ b, . . . , an)

= λ det(A) + µ det(a1, . . . , ai−1, b, ai+1 . . . , an),
(A.65)

where a1, . . . , an denote the columns of A.

(ii) If the columns a1, . . . , an of A = (a1, . . . , an) ∈ M(n, F ) are linearly dependent,
then det(A) = 0.

(iii) det(Id) = 1.

Notation A.40. If F is a field, n ∈ N, and det : M(n, F ) −→ F is a determinant,
then, for A = (aji) ∈ M(n, F ), one commonly uses the notation

|A| :=

∣
∣
∣
∣
∣
∣
∣

a11 . . . a1n
...

...
...

an1 . . . ann

∣
∣
∣
∣
∣
∣
∣

:= det(A). (A.66)

—

In Th. A.46 below, it will be stated that, for each n ∈ N, there exists a unique deter-
minant. To also state an explicit formula for this determinant, we need to know a few
things about permutations.

Definition and Remark A.41. Let n ∈ N. Each bijective map π : {1, . . . , n} −→
{1, . . . , n} is called a permutation of {1, . . . , n}. The set of permutations of {1, . . . , n}
forms a group with respect to the composition of maps, the so-called symmetric group
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Sn: Indeed, the composition of maps is associative by [Phi25, Prop. 2.9(a)]; the neutral
element is the identity map e : {1, . . . , n} −→ {1, . . . , n}, e(i) = i; and, for each σ ∈ Sn,
its inverse map σ−1 is also its inverse element in the group Sn. Caveat: Simple examples
show that Sn is not commutative.

Definition A.42. Let k, n ∈ N, k ≤ n. A permutation π ∈ Sn is called a k-cycle if,
and only if, there exist k distinct numbers i1, . . . , ik ∈ {1, . . . , n} such that

π(i) =







ij+1 if j ∈ {1, . . . , k − 1},
i1 if i = ik,

i if i /∈ {i1, . . . , ik}.
(A.67)

If π is a cycle as in (A.67), then one writes

π = (i1 i2 . . . ik). (A.68)

Each 2-cycle is also known as a transposition.

Theorem A.43. Let n ∈ N.

(a) Each permutation can be decomposed into finitely many disjoint cycles: For each
π ∈ Sn there exists a decomposition of {1, . . . , n} into disjoint sets A1, . . . , AN ,
N ∈ N, i.e.

{1, . . . , n} =
N⋃

i=1

Ai and Ai ∩ Aj = ∅ for i 6= j, (A.69)

such that Ai consists of the distinct elements ai1, . . . , ai,Ni
and

π = (aN1 . . . aN,NN
) · · · (a11 . . . a1,N1

). (A.70)

The decomposition (A.70) is unique up to the order of the cycles.

(b) If n ≥ 2, then every permutation π ∈ Sn is the composition of finitely many trans-
positions, where each transposition permutes two juxtaposed elements, i.e.

∀
π∈Sn

∃
N∈N

∃
τ1,...,τN∈T

π = τN ◦ · · · ◦ τ1, (A.71)

where T :=
{
(i i+ 1) : i ∈ {1, . . . , n− 1}

}
.

Proof. (a): We prove the statement by induction on n. For n = 1, there is nothing to
prove. Let n > 1 and choose i ∈ {1, . . . , n}. We claim that

∃
k∈N

(

πk(i) = i ∧ ∀
l∈{1,...,k−1}

πl(i) 6= i

)

. (A.72)
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Indeed, since {1, . . . , n} is finite, there must be a smallest k ∈ N such that πk(i) ∈ A1 :=
{i, π(i), . . . , πk−1(i)}. Since π is bijective, it must be πk(i) = i and (i π(i) . . . , πk−1(i))
is a k-cycle. We are already done in case k = n. If k < n, then consider B :=
{1, . . . , n} \A1. Then, again using the bijectivity of π, π↾B is a permutation on B with
1 ≤ #B < n. By induction, there are disjoint sets A2, . . . , AN such that B =

⋃N
j=2Aj,

Aj consists of the distinct elements aj1, . . . , aj,Nj
and

π↾B= (aN1 . . . aN,NN
) · · · (a21 . . . a2,N2

).

Since π = (i π(i) . . . , πk−1(i)) ◦ π ↾B, this finishes the proof of (A.70). If there were
another, different, decomposition of π into cycles, say, given by disjoint sets B1, . . . , BM ,
{1, . . . , n} =

⋃M
i=1Bi, M ∈ N, then there were Ai 6= Bj and k ∈ Ai ∩ Bj. But then k

were in the cycle given by Ai and in the cycle given by Bj, implying Ai = {πl(k) : l ∈
N} = Bj, in contradiction to Ai 6= Bj.

(b): We first show that every π ∈ Sn is a composition of finitely many transpositions
(not necessarily transpositions from the set T ): According to (a), it suffices to show
that every cycle is a composition of finitely many transpositions. Since each 1-cycle is
the identity, it is (i) = Id = (1 2) (1 2) for each i ∈ {1, . . . , n}. If (i1 . . . ik) is a k-cycle,
k ∈ {2, . . . , n}, then

(i1 . . . ik) = (i1 i2) (i2 i3) · · · (ik−1 ik) : (A.73)

Indeed,

∀
i∈{1,...,n}

(i1 i2) (i2 i3) · · · (ik−1 ik)(i) =







i1 for i = ik,

il+1 for i = il, l ∈ {1, . . . , k − 1},
i for i /∈ {i1, . . . , ik},

(A.74)

proving (A.73). To finish the proof of (b), we observe that every transposition is a
composition of finitely many elements of T : If i, j ∈ {1, . . . , n}, i < j, then

(i j) = (i i+ 1) · · · (j − 2 j − 1)(j − 1 j) · · · (i+ 1 i+ 2)(i i+ 1) : (A.75)

Indeed,

∀
k∈{1,...,n}

(i i+ 1) · · · (j − 2 j − 1)(j − 1 j) · · · (i+ 1 i+ 2)(i i+ 1)(k)

=







j for k = i,

i for k = j,

k for i < k < j,

k for k /∈ {i, i+ 1, . . . , j},

(A.76)

proving (A.75). �
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Definition A.44. Let n ∈ N. For each permutation π ∈ Sn, one defines its sign, sgn(π),
via the map

sgn : Sn −→ {−1, 1}, sgn(π) :=
∏

1≤i<j≤n

π(i)− π(j)

i− j
. (A.77)

Note that, for n = 1, sgn : S1 = {e} −→ {−1, 1}, sgn(e) = 1, as the product in (A.77)
is empty.

Proposition A.45. Let n ∈ N.

(a) The sign is well-defined by (A.77), i.e. the map is, indeed, {−1, 1}-valued.

(b) The function sgn : Sn −→ {−1, 1} is a group homomorphism (note that {−1, 1}
forms a multiplicative subgroup of R), i.e.

∀
π1,π2∈Sn

sgn(π1 ◦ π2) = sgn(π1) sgn(π2). (A.78)

(c) For n ≥ 2, if a permutation π ∈ Sn is the composition of k transpositions, then the
parity of k is uniquely determined by π (i.e., for a given π, k is either always even
or always odd) and

sgn(π) = (−1)k =

{

1 if k is even,

−1 if k is odd.
(A.79)

Proof. (a): The map sgn is {−1, 1}-valued, since the bijectivity of π ∈ Sn implies that
the factor i − j appears in the denominator of sgn(π) as defined in (A.77) if, and only
if, the factor i− j or the factor j − i appears in the numerator.

(b): Let π1, π2 ∈ Sn. One computes

sgn(π1 ◦ π2) =
∏

1≤i<j≤n

π1(π2(i))− π1(π2(j))

i− j

=
∏

1≤i<j≤n

(
π1(π2(i))− π1(π2(j))

π2(i)− π2(j)
· π2(i)− π2(j)

i− j

)

π2 bij.
= sgn(π1) sgn(π2). (A.80)

(c): If τ ∈ Sn is a transposition, then there are elements i, j ∈ {1, . . . , n} such that i < j
and τ = (i j). Thus,

sgn(τ) =
τ(i)− τ(j)

i− j
=
j − i

i− j
= −1 (A.81)
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holds for every transposition τ . In consequence, if π ∈ Sn is the composition of k
transpositions, k ∈ N, then (A.79) must hold and, in particular, k is always even if
sgn(π) = 1 and k is always odd if if sgn(π) = −1. �

Theorem A.46. Let F be a field. For each n ∈ N, there exists a unique determinant,
i.e. there is a unique map det : M(n, F ) −→ F , satisfying (i) – (iii) of Def. A.39.
Moreover, this map is given by

det : M(n, F ) −→ F, det
(
(aji)

)
:=
∑

π∈Sn

sgn(π) a1π(1) · · · anπ(n). (A.82)

Proof. See, e.g., [Phi19b, Rem. 4.22]. �

Definition A.47. Let F be a field, n ∈ N. A quadratic matrix A ∈ M(n, F ) is called
invertible or regular if, and only if,

∃
B∈M(n,F )

AB = Id . (A.83)

One then usually writes A−1 instead of B and calls A−1 the inverse matrix of A. If A is
not regular, then it is called singular.

Remark A.48. If V is a finite-dimensional vector space over a field F , and {v1, . . . , vn}
is a basis of V , n ∈ N, then, due to Th. A.33, a linear map A ∈ L(V, V ) is bijective if,
and only if, its transformation matrix I(V ) with respect to the given basis is invertible.

—

Important properties of the determinant are compiled in the following Th. A.49.

Theorem A.49. Let F be a field, n ∈ N, let A ∈ M(n, F ), and let c1, . . . , cn denote
the columns of A, whereas r1, . . . , rn denote the rows of A, i.e.

A = (c1, . . . , cn) =






r1
...
rn




 . (A.84)

(a) det(A) = 0 if, and only if, A is singular. If A is invertible, then det(A−1) =
(det(A))−1.

(b) If B ∈ M(n, F ), then det(AB) = det(A) det(B).

(c) det(At) = det(A).
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(d) If λ ∈ F , then det(λA) = λn det(A).

(e) The value of the determinant remains the same if one column of a matrix is replaced
by the sum of that column and a scalar multiple of another column. More generally,
the determinant remains the same if one column of a matrix is replaced by the sum
of that column and a linear combination of the other columns, i.e., if λ1, . . . , λn ∈ F
and i ∈ {1, . . . , n}, then

det(A) = det(c1, . . . , cn) = det






c1, . . . , ci−1, ci +

n∑

j=1
j 6=i

λj cj, ci+1, . . . , cn






. (A.85)

(f) Switching columns i and j, where i, j ∈ {1, . . . , n}, i 6= j, changes the sign of the
determinant, i.e.

det(c1, . . . , ci, . . . , cj, . . . , cn) = − det(c1, . . . , cj, . . . , ci, . . . , cn). (A.86)

(g) det is multilinear with regard to matrix rows, i.e., for each b ∈ M(1, n, F ), i ∈
{1, . . . , n}, and λ, µ ∈ F :

det














r1
...

ri−1

λ ri + µ b
ri+1
...
rn














= λ det(A) + µ det














r1
...

ri−1

b
ri+1
...
rn














. (A.87)

(h) The value of the determinant remains the same if one row of a matrix is replaced
by the sum of that row and a scalar multiple of another row. More generally, the
determinant remains the same if one row of a matrix is replaced by the sum of
that row and a linear combination of the other rows, i.e., if λ1, . . . , λn ∈ F and
i ∈ {1, . . . , n}, then

det(A) = det






r1
...
rn




 = det















r1
...

ri−1

ri +
∑n

j=1
j 6=i

λj rj

ri+1
...
rn















. (A.88)
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(i) Switching rows i and j, where i, j ∈ {1, . . . , n}, i 6= j, changes the sign of the
determinant, i.e.

det















r1
...
ri
...
rj
...
rn















= − det















r1
...
rj
...
ri
...
rn















. (A.89)

Proof. (a): See, e.g., [Phi19b, Cor. 4.24(h)].

(b): See, e.g., [Phi19b, Cor. 4.24(g)].

(c): See, e.g., [Phi19b, Cor. 4.24(b)].

(d) is an immediate consequence of Def. A.39(i).

(e): One computes, for i < j,

det
(

c1, . . . , ci−1, ci + λj cj, ci+1, . . . , cn

)

Def. A.39(i)
= λ−1

j det
(

c1, . . . , ci−1, ci + λj cj, ci+1, . . . , λj cj, . . . , cn

)

Def. A.39(i)
= λ−1

j det
(

c1, . . . , ci−1, ci, ci+1, . . . , λj cj, . . . , cn

)

+λ−1
j det

(

c1, . . . , ci−1, λj cj, ci+1, . . . , λj cj, . . . , cn

)

Def. A.39(ii)
= λ−1

j det
(

c1, . . . , ci−1, ci, ci+1, . . . , λj cj, . . . , cn

)

+ 0

Def. A.39(i)
= det

(

c1, . . . , cn

)

= det(A). (A.90)

The general case of (A.85) then follows by induction.

(f): We compute

det(c1, . . . , ci, . . . , cj, . . . , cn) + det(c1, . . . , cj, . . . , ci, . . . , cn)
(e)
= det(c1, . . . , ci + cj, . . . , cj, . . . , cn) + det(c1, . . . , cj + ci, . . . , ci, . . . , cn)

Def. A.39(i)
= det(c1, . . . , ci + cj, . . . , ci + cj, . . . , cn)

Def. A.39(ii)
= 0, (A.91)

proving (f).

(g) is inferred by combining Def. A.39(i) with (c).
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(h) is inferred by combining (e) with (c).

(i) is inferred by combining (f) with (c). �

Theorem A.50 (Block Matrices). The determinant of so-called block matrices, where
one block is a zero matrix (all entries 0), can be computed as the product of the deter-
minants of the corresponding blocks. More precisely, if n,m ∈ N, then

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

a11 . . . a1n
...

...
... ∗

an1 . . . ann
0 . . . 0 b11 . . . b1m
...

...
...

...
...

...
0 . . . 0 bm1 . . . bmm

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

= det(aji) det(bji). (A.92)

Proof. See, e.g., [Phi19b, Th. 4.25]. �

Definition A.51. Let F be a field, n ∈ N, n ≥ 2, A = (aji) ∈ M(n, F ). For each
j, i ∈ {1, . . . , n}, letMji ∈ M(n−1, F ) be the (n−1)× (n−1) submatrix of A obtained
by deleting the jth row and the ith column of A – theMji are called the minor matrices
of A; define

Aji := (−1)i+j det(Mji), (A.93)

where the Aji are called cofactors of A and the det(Mji) are called the minors of A. Let
Ã := (Aji)

t denote the transpose of the matrix of cofactors of A, called the adjugate
matrix of A.

Theorem A.52. Let F be a field, n ∈ N, n ≥ 2, A = (aji) ∈ M(n, F ). Moreover,
let Ã := (Aji)

t be the adjugate matrix of A according to Def. A.51. Then the folowing
holds:

(a) AÃ = (detA) Id.

(b) If detA 6= 0, then det Ã = (detA)n−1.

(c) If detA 6= 0, then A−1 = (detA)−1 Ã.

(d) Laplace Expansion by Rows: detA =
∑n

i=1 ajiAji (expansion with respect to the
jth row).

(e) Laplace Expansion by Columns: detA =
∑n

j=1 ajiAji (expansion with respect to the
ith column).

Proof. See, e.g., [Phi19b, Th. 4.29]. �
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Theorem A.53. Let F be a field, n ∈ N, let V be an n-dimensional vector space over
F , and A ∈ L(V, V ). Moreover, let B1 = {v1, . . . , vn} and B2 = {w1, . . . , wn} be bases
of V . If M = (mji) is the transformation matrix corresponding to A with respect to
B1 and N = (nji) is the transformation matrix corresponding to A with respect to B2

(i.e., for each i ∈ {1, . . . , n}, A(vi) =
∑n

j=1mji vj and A(wi) =
∑n

j=1 njiwj, cf. Def.
and Rem. A.34), then det(M) = det(N).

Proof. See, e.g., [Phi19b, Rem. and Def. 4.36]. �

Definition and Remark A.54. Let F be a field, n ∈ N, and let V be an n-dimensional
vector space over F . Then Th. A.53 allows to define a determinant function for linear
maps by

det : L(V, V ) −→ F, det(A) := det(M), (A.94)

where M is a transformation matrix for A with respect to an arbitrary basis of V .
Then Th. A.33 shows that Th. A.49(a),(b),(d) yield the following properties of the new
determinant function defined in (A.94):

(a) If A ∈ L(V, V ), then det(A) = 0 if, and only if, A is not bijective. If A is bijective,
then det(A−1) = (det(A))−1.

(b) If A,B ∈ M(n, F ), then det(AB) = det(A) det(B).

(c) If A ∈ L(V, V ) and λ ∈ F , then det(λA) = λn det(A). In particular, det is not
linear for n > 1.

B Metric Spaces

B.1 Metric Subspaces

Definition B.1. If (X, d) is a metric space, M ⊆ X, then (M,d) is called a metric
subspace of (X, d) (if d is understood, one also speaks of M as a metric subspace of X).
Thus, the metric on the subspace M is just the metric on X restricted to M .

Remark B.2. One sees immediately that a metric subspace (M,d) of a metric space
(X, d) is, indeed, a metric space: Since d satisfies the laws (i) – (iii) from Def. 1.17 for
all x, y, z ∈ X, in particular, d satisfies the same laws for all x, y, z ∈M ⊆ X.

Definition B.3. Let (X, d) be a metric space, and let (M,d) be a metric subspace of
(X, d). Is A ⊆ M open with respect to (M,d), then one says that A is open in M or
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M-open or relatively open. For A ⊆ M closed with respect to (M,d), one introduces
analogous terms. Moreover, for x ∈M , r > 0, call

Br,M(x) :=M ∩ Br(x) = {y ∈M : d(x, y) < r}, (B.1)

the open M-ball with radius r and center x.

Caveat B.4. One has to use care when working with a subspace (M,d) of a metric
space (X, d): As will be seen in Ex. B.5, the notions and properties with respect to M
are in general very different from the corresponding notions and properties with respect
to X. For example, a set that isM -open might not be X-open and a set that isM -closed
might not be X-closed!

Example B.5. (a) If (M,d) is a metric subspace of a metric space (X, d), then, ac-
cording to Lem. 1.27(b), M is always both M -open and M -closed (irrespective of
M being X-open or X-closed).

(b) Let X = R with the usual metric, i.e. d(x, y) = |x − y| for each x, y ∈ R. Let
M = [0, 1]. According to (a), is both M -closed and M -open, even though [0, 1] is
not open in X. When noting before that Q and ]0, 1] are metric spaces that are not
complete, we already considered metric subspaces of R without making use of the
term subspace. If M =]0, 1], then, again, M is both M -closed and M -open, even
though ]0, 1] is neither closed nor open in X. Moreover, ]0, 1

2
] is M -closed (but not

X-closed) and ]1
2
, 1] is M -open (but not X-open).

Proposition B.6. Let (M,d) be a metric subspace of a metric space (X, d).

(a) A subset A of M is M-open if, and only if, there is a set O ⊆ X which is X-open
and A = O ∩M .

(b) A subset A of M is M-closed if, and only if, there is a set C ⊆ X which is X-closed
and A = C ∩M .

Proof. (a): Suppose A is M -open. Then, for each a ∈ A, there is ǫa > 0 such that the
open M -ball Bǫa,M(a) is contained in A, i.e.

Bǫa,M(a) =M ∩ Bǫa(a) ⊆ A. (B.2)

Let O :=
⋃

a∈ABǫa(a). Then O is X-open by Th. 1.29(a). Moreover,

O ∩M =
⋃

a∈A

(
M ∩ Bǫa(a)

)
=
⋃

a∈A

Bǫa,M(a) = A, (B.3)

where the last equality is due to (B.2) and the fact that a ∈ A implies a ∈ Bǫa,M(a).
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Conversely, if O ⊆ X is X-open and A = O ∩M , then each a ∈ A is an X-interior
point of O, i.e. there is ǫ > 0 such that the open X-ball Bǫ(a) is contained in O, i.e.
Bǫ(a) ⊆ O. Intersecting with M yields Bǫ,M(a) = M ∩ Bǫ(a) ⊆ M ∩ O = A, i.e. the
open M -ball Bǫ,M(a) is contained in A, showing that a is an M -interior point of A. As
a was an arbitrary point of A, A is M -open.

(b): If A is M -closed, then M \ A is M -open. According to (a), there is an X-open
set O ⊆ X such that M \ A = M ∩ O. Then C := X \ O is an X-closed set and
M ∩ C =M ∩ (X \O) =M \ (M ∩O) =M \ (M \ A) = A.

Conversely, if there is an X-closed set C ⊆ X with A = C ∩M , then O := X \ C is an
X-open set satisfying O ∩M =M ∩ (X \C) =M \ (C ∩M) =M \A. Thus, according
to (a), M \ A is M -open, i.e. A is M -closed. �

B.2 Norm-Preserving and Isometric Maps

Definition B.7. (a) Given normed vector spaces (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) over K, a
function f : X −→ Y is called norm-preserving if, and only if,

∥
∥f(x)

∥
∥
Y
= ‖x‖X for each x ∈ X. (B.4)

(b) Given metric spaces (X, dX) and (Y, dY ), a function f : X −→ Y is called distance-
preserving or isometric if, and only if,

dY
(
f(x), f(y)

)
= dX(x, y) for each x, y ∈ X. (B.5)

Lemma B.8. Given normed vector spaces (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) over K, a K-linear
function f : X −→ Y is norm-preserving if, and only if, f is isometric with respect to
the induced metrics.

Proof. The function f is norm-preserving if, and only if,
∥
∥f(x)

∥
∥
Y

= ‖x‖X for each
x ∈ X. This, in turn is the case if, and only if,

∥
∥f(x)− f(y)

∥
∥
Y
=
∥
∥f(x− y)

∥
∥
Y
= ‖x− y‖X for each x, y ∈ X, (B.6)

where it was used that f is linear. As (B.6) states that f is isometric with respect to
the induced metrics, the proof is complete. �

The following examples show that the assertion of Lem. B.8 becomes false if the word
“linear” is omitted.
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Example B.9. (a) Let (X, ‖ · ‖X) be a normed vector space over K, and f : X −→ K,
f(x) := ‖x‖X . If we take ‖ · ‖Y to be the usual norm on K, i.e. ‖y‖Y := |y|, then,
for each x ∈ X,

∥
∥f(x)

∥
∥
Y
=
∣
∣‖x‖X

∣
∣ = ‖x‖X , i.e. f is norm-preserving. However, if

dimX > 0 (i.e. if X 6= {0}), then f is not isometric with respect to the induced
metrics: Take any 0 6= x ∈ X. One computes

∥
∥f(x)− f(−x)

∥
∥
Y
=
∣
∣‖x‖X − ‖x‖X

∣
∣ = 0 6= ‖x− (−x)‖X = 2‖x‖X . (B.7)

(b) Consider (X, ‖ · ‖X), (Y, ‖ · ‖Y ), where X = Y = K and ‖x‖X = ‖x‖Y = |x| for
each x ∈ K. Then f : X −→ Y , f(x) := 1 + x, is isometric due to |f(x)− f(y)| =
|1+ x− (1 + y)| = |x− y|, but f is not norm-preserving, since 0 = |0| 6= |f(0)| = 1.

Lemma B.10. Isometric functions between metric spaces are one-to-one (in particular,
isometric functions between normed spaces are one-to-one).

Proof. Let (X, dX) and (Y, dY ) be metric spaces, and let f : X −→ Y be an isometric
function, i.e. dY

(
f(x), f(y)

)
= dX(x, y) for each x, y ∈ X. If x 6= y, then 0 6= dX(x, y) =

dY
(
f(x), f(y)

)
. Thus, f(x) 6= f(y), showing that f is one-to-one. �

Example B.11. If a function between normed spaces is just norm-preserving, but not
isometric, then this function is not necessarily one-to-one: To see this, we reemploy the
function f from Ex. B.9(a), i.e. let (X, ‖·‖X) be a normed vector space over K, dimX >
0, and f : X −→ K, f(x) := ‖x‖X . In Ex. B.9(a), we saw that f is norm-preserving,
but not isometric. Since, for x 6= 0, one has x 6= −x, but f(x) = ‖x‖X = f(−x), f is
not one-to-one.

Remark B.12. If (X, ‖ · ‖) is a normed space, d is the induced metric, and M ⊆ X,
then (M,d) can be considered as the metric subspace of (X, d) according to Def. B.3.
Thus, every subset of a normed space is turned into a metric space in a natural way.
It is quite remarkable that actually every metric space arises in this way. That means,
given any metric space (M,d), there exists a normed space (X, ‖ · ‖) and an isometric
(in particular, one-to-one) function f : M −→ X: One can choose X as the R-vector
space of bounded functions from M into R with the sup-norm (for F ∈ X, define
‖F‖ := sup{|F (x)| : x ∈ M}) and f : M −→ X, f(x) = fx, where fx : M −→ R,
fx(y) = d(x, y) − d(x0, y) with some fixed x0 ∈ M . However, the normed space X can
be very large (i.e. much larger than M), and, thus, in practice, it is not always useful
to study X in order to learn more about the metric space M .

B.3 Uniform Continuity and Lipschitz Continuity

This section provides some additional important results regarding uniformly continuous
functions (see Def. 1.49(b)) and Lipschitz continuous functions (see Def. 1.49(c)). We
start with an auxiliary result:
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Lemma B.13. If f, g are real-valued functions on a set X, i.e. if f, g : X −→ R, then,
for each x, y ∈ X,

∣
∣max(f, g)(x)−max(f, g)(y)

∣
∣ ≤ max

{
|f(x)− f(y)|, |g(x)− g(y)|

}
, (B.8a)

∣
∣min(f, g)(x)−min(f, g)(y)

∣
∣ ≤ max

{
|f(x)− f(y)|, |g(x)− g(y)|

}
. (B.8b)

Proof. By possibly switching the names of f and g, one can assume, without loss of
generality, that max(f, g)(x) = f(x), i.e. g(x) ≤ f(x). If g(y) ≤ f(y) as well, then
∣
∣max(f, g)(x)−max(f, g)(y)

∣
∣ = |f(x)−f(y)| and

∣
∣min(f, g)(x)−min(f, g)(y)

∣
∣ = |g(x)−

g(y)|, i.e. (B.8) is true. If g(y) > f(y), then

∣
∣max(f, g)(x)−max(f, g)(y)

∣
∣ = |f(x)− g(y)| ≤

{

≤ |g(x)− g(y)| for f(x) ≤ g(y),

< f(x)− f(y) for f(x) > g(y),

(B.9a)

∣
∣min(f, g)(x)−min(f, g)(y)

∣
∣ = |g(x)− f(y)| ≤

{

< |g(x)− g(y)| for g(x) ≤ f(y),

≤ f(x)− f(y) for g(x) > f(y),

(B.9b)

showing that (B.8) holds in all cases. �

Theorem B.14. Let (X, d) be a metric space (e.g. a normed space), (Y, ‖ · ‖) a normed
vector space over K, and assume that f, g : X −→ Y are uniformly continuous. Then
f + g and λf are uniformly continuous for each λ ∈ K, i.e. the set of all uniformly
continuous functions from X into Y constitutes a subspace of the vector space F(X, Y )
over K. Moreover, if Y = K = R, then max(f, g), min(f, g), f+, f−, |f | are all
uniformly continuous.

Proof. As f and g are uniformly continuous, given ǫ > 0, there exist δf > 0 and δg > 0
such that, for each x, y ∈ X,

d(x, y) < δf ⇒
∥
∥f(x)− f(y)

∥
∥ < ǫ/2, (B.10a)

d(x, y) < δg ⇒
∥
∥g(x)− g(y)

∥
∥ < ǫ/2. (B.10b)

Thus, if d(x, y) < min{δf , δg}, then
∥
∥(f + g)(x)− (f + g)(y)

∥
∥ ≤

∥
∥f(x)− f(y)

∥
∥+

∥
∥g(x)− g(y)

∥
∥ <

ǫ

2
+
ǫ

2
= ǫ, (B.10c)

showing that f + g is uniformly continuous. Next, if λ = 0, then λf ≡ 0, and obviously
uniformly continuous. For λ 6= 0, choose δ > 0 such that d(x, y) < δ implies ‖f(x) −
f(y)‖ < ǫ/|λ|. Then

∥
∥(λf)(x)− (λf)(y)

∥
∥ = |λ|

∥
∥f(x)− f(y)

∥
∥ < |λ| ǫ|λ| = ǫ, (B.10d)
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showing that λf is uniformly continuous. If Y = K = R, then d(x, y) < min{δf , δg}
together with Lem. B.13 implies

∣
∣max(f, g)(x)−max(f, g)(y)

∣
∣ < ǫ/2 < ǫ, (B.10e)

∣
∣min(f, g)(x)−min(f, g)(y)

∣
∣ < ǫ/2 < ǫ, (B.10f)

showing the uniform continuity of max(f, g) and min(f, g) and, in turn, also of f+, f−,
and |f |. �

Theorem B.15. Let (X, d) be a metric space (e.g. a normed space), (Y, ‖ · ‖) a normed
vector space over K, and assume that f, g : X −→ Y are Lipschitz continuous. Then
f+g and λf are Lipschitz continuous for each λ ∈ K, i.e. the set Lip(X, Y ) constitutes a
subspace of the vector space F(X, Y ) over K. Moreover, if Y = K = R, then max(f, g),
min(f, g), f+, f−, |f | are all Lipschitz continuous.

Proof. As f and g are Lipschitz continuous, there exist Lf ≥ 0 and Lg ≥ 0 such that,
for each x, y ∈ X,

∥
∥f(x)− f(y)

∥
∥ ≤ Lf d(x, y), (B.11a)

∥
∥g(x)− g(y)

∥
∥ ≤ Lg d(x, y). (B.11b)

Thus,

∥
∥(f + g)(x)− (f + g)(y)

∥
∥ ≤

∥
∥f(x)− f(y)

∥
∥+

∥
∥g(x)− g(y)

∥
∥

≤ Lf d(x, y) + Lg d(x, y) = (Lf + Lg)d(x, y), (B.11c)

showing that f + g is Lipschitz continuous with Lipschitz constant Lf + Lg. Next, for
λ ∈ K,

∥
∥(λf)(x)− (λf)(y)

∥
∥ = |λ|

∥
∥f(x)− f(y)

∥
∥ ≤ |λ|Lf d(x, y), (B.11d)

showing that λf is Lipschitz continuous with Lipschitz constant |λ|Lf . For Y = K =
R, Lem. B.13 shows max(f, g) and min(f, g) are Lipschitz continuous with Lipschitz
constant max{Lf , Lg}, f+ and f− are Lipschitz continuous with Lipschitz constant Lf ,
and |f | is Lipschitz continuous with Lipschitz constant 2Lf . �

Caveat B.16. Products and quotients of uniformly continuous functions are not nec-
essarily uniformly continuous; products and quotients of Lipschitz continuous functions
are not necessarily Lipschitz continuous: Even though f ≡ 1 and g(x) = x are Lipschitz
continuous, it was shown in Examples 1.52(a),(b), respectively, that f/g and g2 are not
even uniformly continuous on R+.
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B.4 Viewing Cn as R2n

Remark B.17. Recall that the set of complex numbers C is defined to be R2, where
the imaginary unit is i := (0, 1) ∈ R2, which allows to write each z = (x, y) ∈ C = R2

as z = x + iy, where x = Re z and y = Im z. This, for each n ∈ N, gives rise to the
R-linear bijective map

I : Cn −→ R2n, I
(
(x1, y1), . . . , (xn, yn)

)
:= (x1, y1, . . . , xn, yn), (B.12)

allowing to canonically identify Cn with R2n.

—

The identification (B.12) allows the identification of metric structures on Cn and R2n

due to the following general result:

Proposition B.18. Let X, Y be sets, let d : X ×X −→ R+
0 be a metric on X, and let

I : X −→ Y be bijective. Then

dY : Y × Y −→ R+
0 , dY (x, y) := d

(
I−1(x), I−1(y)

)
, (B.13)

defines a metric on Y such that (X, d) and (Y, dY ) are isometric (with the map I pro-
viding the isometry).

Proof. Let x, y, z ∈ Y . Then

dY (x, y) = 0 ⇔ d
(
I−1(x), I−1(y)

)
= 0 ⇔ I−1(x) = I−1(y) ⇔ x = y,

(B.14)

showing that dY is positive definite. Moreover,

dY (x, y) = d
(
I−1(x), I−1(y)

)
= d
(
I−1(y), I−1(x)

)
= dY (y, x), (B.15)

showing dY is symmetric. Finally,

dY (x, z) = d
(
I−1(x), I−1(z)

)
≤ d
(
I−1(x), I−1(y)

)
+ d
(
I−1(y), I−1(z)

)

= dY (x, y) + dY (y, z), (B.16)

proving the triangle inequality for dY and completing the proof that dY constitutes a
metric. That I provides an isometry between (X, d) and (Y, dY ) is immediate from
(B.13). �
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Corollary B.19. Let n ∈ N, let d : Cn ×Cn −→ R+
0 be a metric, and let I be the map

from (B.12). Then

dr : R
2n × R2n −→ R+

0 , dr(x, y) := d
(
I−1(x), I−1(y)

)
, (B.17)

defines a metric on R2n such that (Cn, d) and (R2n, dr) are isometric (with the map I
providing the isometry). Moreover, the map d 7→ dr is bijective between the set of metrics
on Cn and the set of metrics on R2n. �

Proposition B.20. Let n ∈ N. If ‖ · ‖ constitutes a norm on the vector space Cn over
C in the sense of Def. 1.19, then

‖ · ‖r : R2n −→ R+
0 , ‖(x1, y1, . . . , xn, yn)‖r :=

∥
∥
(
(x1, y1), . . . , (xn, yn)

)∥
∥ (B.18)

defines a norm on the vector space R2n over R such that (Cn, ‖ · ‖) and (R2n, ‖ · ‖r) are
isometric (with the map I from (B.12) providing the isometry – even more precisely,
if d and dr denote the respective induced metrics, then the relation between d and dr is
given by (B.17)).

Proof. Exercise. �

Example B.21. Let n ∈ N, p ∈ [1,∞], and let ‖·‖ denote the p-norm on the vector space
Rn over R, i.e. ‖x‖ := (

∑n
j=1 |xj|p)1/p for p <∞ and ‖x‖ = max{|xj| : j = 1, . . . , n} for

p = ∞. Then it is an exercise to show

‖ · ‖c : Cn −→ R+
0 , ‖(z1, . . . , zn)‖c := ‖(|z1|, . . . , |zn|)‖ (B.19)

defines a norm on the vector space Cn over C.

Remark B.22. As a consequence of Th. 1.97, every norm on the normed vector space
Cn over C generates precisely the same open subsets of Cn – in other words, there is
only one norm topology on Cn. Analogously, there is only one norm topology on Rn as
every norm on the normed vector space Rn over R generates precisely the same open
subsets of Rn Moreover, Prop. B.20 shows that the open sets of the norm topology on
Cn are actually precisely the same as the open sets of the norm topology on R2n.

Theorem B.23. Let n ∈ N, A ⊆ Cn. Then A is bounded in the normed vector space
Cn over C if, and only if, A is bounded in the normed vector space R2n over R.

Proof. Exercise. �
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C Differential Calculus in Rn

C.1 Proof of the Chain Rule

Proof of Th. 2.28. As usual, we first consider the case K = R. Since f is differentiable
at ξ and g is differentiable at f(ξ), according to Lem. 2.21, there are functions rf :
Rn −→ Rm and rg : R

m −→ Rp satisfying

rf (h) = f(ξ + h)− f(ξ)−Df(ξ)(h), (C.1a)

rg(h) = g
(
f(ξ) + h

)
− g
(
f(ξ)

)
−Dg

(
f(ξ))(h) (C.1b)

for each h such that ‖h‖2 is sufficiently small, as well as

lim
h→0

rf (h)

‖h‖2
= 0, lim

h→0

rg(h)

‖h‖2
= 0. (C.2)

Defining rg◦f : Rn −→ Rp by

rg◦f (h) :=

{

(g ◦ f)(ξ + h)− (g ◦ f)(ξ)−
(

Dg
(
f(ξ)

)
◦Df(ξ)

)

(h) for ξ + h ∈ Gf ,

0 otherwise,

(C.3)
it remains to show

lim
h→0

rg◦f (h)

‖h‖2
= 0. (C.4)

For each h ∈ Rn with ‖h‖2 sufficiently small, we use (C.1) to compute

(g ◦ f)(ξ + h) = g
(

f(ξ) +Df(ξ)(h) + rf (h)
)

= g
(
f(ξ)

)
+Dg

(
f(ξ))

(

Df(ξ)(h) + rf (h)
)

+ rg

(

Df(ξ)(h) + rf (h)
)

,

(C.5a)

implying

rg◦f (h) = Dg
(
f(ξ))

(

rf (h)
)

+ rg

(

Df(ξ)(h) + rf (h)
)

. (C.5b)

From Th. 1.69, we know that Dg(f(ξ)) is Lipschitz continuous with some Lipschitz
constant Lg ∈ R+

0 . Thus, for each 0 6= h ∈ Rn,

0 ≤

∥
∥
∥Dg

(
f(ξ))

(

rf (h)
)∥
∥
∥
2

‖h‖2
≤
Lg

∥
∥rf (h)

∥
∥
2

‖h‖2
, (C.6a)
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implying

lim
h→0

∥
∥
∥Dg

(
f(ξ))

(

rf (h)
)∥
∥
∥
2

‖h‖2
= 0 (C.6b)

due to (C.2). Thus, to prove (C.4), it merely remains to show

lim
h→0

∥
∥
∥rg

(

Df(ξ)(h) + rf (h)
)∥
∥
∥
2

‖h‖2
= 0. (C.7)

To that end, we rewrite, for Df(ξ)(h) + rf (h) 6= 0,

∥
∥
∥rg

(

Df(ξ)(h) + rf (h)
)∥
∥
∥
2

‖h‖2
=

∥
∥Df(ξ)(h) + rf (h)

∥
∥
2

∥
∥
∥rg

(

Df(ξ)(h) + rf (h)
)∥
∥
∥
2

‖h‖2
∥
∥Df(ξ)(h) + rf (h)

∥
∥
2

. (C.8a)

Next, note

lim
h→0

∥
∥Df(ξ)(h) + rf (h)

∥
∥
2
= 0

(C.2)⇒ lim
h→0

∥
∥
∥rg

(

Df(ξ)(h) + rf (h)
)∥
∥
∥
2∥

∥Df(ξ)(h) + rf (h)
∥
∥
2

= 0. (C.8b)

Once again, from Th. 1.69, we know that Df(ξ) is Lipschitz continuous with some
Lipschitz constant Lf ∈ R+

0 , implying

∥
∥Df(ξ)(h) + rf (h)

∥
∥
2

‖h‖2
≤
∥
∥Df(ξ)(h)

∥
∥
2
+
∥
∥rf (h)

∥
∥
2

‖h‖2
≤ Lf + 1 (C.8c)

for 0 6= ‖h‖2 sufficiently small. Combining (C.8a) – (C.8c) proves (C.7) and, thus,
(C.4). Together with (C.3) and Lem. 2.21, this shows that g ◦ f is differentiable at ξ
with D(g ◦ f)(ξ) = Dg

(
f(ξ)

)
◦Df(ξ).

In the case K = C, we can apply the case K = R to obtain the differentiability of
Re(g ◦ f) = (Re g) ◦ f and of Im(g ◦ f) = (Im g) ◦ f at ξ, and, in consequence, the
differentiability of g ◦ f at ξ. Moreover, to verify the chain rule, we use the chain rule
of the case K = R to compute

D(g ◦ f)(ξ) = DRe(g ◦ f)(ξ) + iD Im(g ◦ f)(ξ)
= D

(
(Re g) ◦ f

)
(ξ) + iD

(
(Im g) ◦ f

)
(ξ)

= DRe g
(
f(ξ)

)
◦Df(ξ) + iD Im g

(
f(ξ)

)
◦Df(ξ)

= Dg
(
f(ξ)

)
◦Df(ξ), (C.9)

thereby completing the proof. �
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C.2 Surjectivity of Directional Derivatives

We finish the proof of Th. 2.38 by showing that, for n ≥ 2, the map

D : S1(0) −→ [−α, α], D(e) := ∇ f(ξ) · e =
n∑

j=1

ǫj∂jf(ξ), α = ‖∇ f(ξ)‖2, (C.10)

is surjective (we already know from (2.46) that D(e) ∈ [−α, α] for each e ∈ S1(0)). We
also recall emax = ∇ f(ξ)/α, emin = −emax, D(emax) = α, D(emin) = −α.
The idea is to rotate emax into emin. This can be achieved using a suitable function

ρ : [0, π] −→ S1(0) ⊆ Rn, ρ = (ρ1, . . . , ρn).

We have to define ρ differently, depending on n ≥ 2 being even or odd. To this end, let
(ǫ1, . . . , ǫn) := emax. If n is even, then define

∀
j∈{1,...,n}

ρj : [0, π] −→ [−1, 1], ρj(θ) :=

{

ǫj cos θ + ǫj+1 sin θ if j is odd,

−ǫj−1 sin θ + ǫj cos θ if j is even;

(C.11a)
if n is odd (note n ≥ 3 in this case), then define

∀
j∈{1,...,n}

ρj : [0, π] −→ [−1, 1],

ρj(θ) :=







ǫj cos θ + ǫj+1 sin θ if j < n− 2 is odd,

−ǫj−1 sin θ + ǫj cos θ if j < n− 2 is even,

ǫn−2 cos θ +
√
ǫ2n−1 + ǫ2n sin θ if j = n− 2,

ǫn−1 cos θ − ǫn−2 ǫn−1√
ǫ2n−1

+ǫ2n
sin θ if j = n− 1,

ǫn cos θ − ǫn−2 ǫn√
ǫ2n−1

+ǫ2n
sin θ if j = n.

(C.11b)

For the sake of readability, we assumed ǫn−1 6= 0 or ǫn 6= 0 in (C.11b). There is always
at least one j0 ∈ {1, . . . , n} such that ǫj0 6= 0. If j0 /∈ {n− 1, n}, then one merely needs
to interchange the roles of j0 and n in (C.11b).

Clearly, for every n ≥ 2, each ρj is continuous, i.e. ρ is continuous.

Next, we verify that ρ, indeed, maps into S1(0) (which, in particular, implies each ρj
maps into [−1, 1]): If n ≥ 2 is even, then, for each odd j ≤ n− 1, one has

∀
θ∈[0,π]

(ρj(θ))
2 + (ρj+1(θ))

2

= (ǫj cos θ + ǫj+1 sin θ)
2 + (−ǫj sin θ + ǫj+1 cos θ)

2

= ǫ2j cos
2 θ + 2ǫjǫj+1 cos θ sin θ + ǫ2j+1 sin

2 θ

+ ǫ2j sin θ − 2ǫjǫj+1 cos θ sin θ + ǫ2j+1 cos
2 θ

= ǫ2j(cos
2 θ + sin2 θ) + ǫ2j+1(cos

2 θ + sin2 θ) = ǫ2j + ǫ2j+1,

(C.12)
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implying

∀
θ∈[0,π]

‖ρ(θ)‖22 =
n∑

j=1

(ρj(θ))
2 =

n∑

j=1

ǫ2j = 1. (C.13)

If n ≥ 3 is odd, then (C.12) still holds for each odd j ≤ n− 4. Additionally,

∀
θ∈[0,π]

(ρn−2(θ))
2 + (ρn−1(θ))

2 + (ρn(θ))
2

= ǫ21 cos
2 θ + 2ǫ1

√

ǫ22 + ǫ23 sin θ cos θ + (ǫ22 + ǫ23) sin
2 θ

+ ǫ22 cos
2 θ − 2

ǫ1 ǫ
2
2

√

ǫ22 + ǫ23
sin θ cos θ +

ǫ21 ǫ
2
2

ǫ22 + ǫ23
sin2 θ

+ ǫ23 cos
2 θ − 2

ǫ1 ǫ
2
3

√

ǫ22 + ǫ23
sin θ cos θ +

ǫ21 ǫ
2
3

ǫ22 + ǫ23
sin2 θ

= (ǫ21 + ǫ22 + ǫ23) cos
2 θ

+
2ǫ1 (ǫ

2
2 + ǫ23 − ǫ22 − ǫ23)
√

ǫ22 + ǫ23
sin θ cos θ

+

(

ǫ22 + ǫ23 +
ǫ21 (ǫ

2
2 + ǫ23)

ǫ22 + ǫ23

)

sin2 θ

= (ǫ21 + ǫ22 + ǫ23) (cos
2 θ + sin2 θ) = ǫ2n−2 + ǫ2n−1 + ǫ2n,

(C.14)

i.e. (C.13) is true also for each n ≥ 3 odd.

Clearly, D is also continuous and, thus, so is D ◦ ρ : [0, π] −→ [−α, α]. Moreover, as
sin(0) = sin(π) = 0, cos(0) = 1, cos(π) = −1, we obtain

∀
n≥2

∀
j∈{1,...,n}

(

ρj(0) = ǫj ∧ ρj(π) = −ǫj
)

, (C.15)

implying

∀
n≥2

(

ρ(0) = emax ∧ (D ◦ ρ)(0) = α ∧ ρ(π) = emin ∧ (D ◦ ρ)(π) = −α
)

.

(C.16)
The continuity of D◦ρ and the intermediate value theorem [Phi25, Th. 7.57] imply D◦ρ
to be surjective, i.e. D must be surjective as well.
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