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1 Introduction

Many mathematicians accept classical mathematics (CLASS) as it is taught in universi-
ties. The statements one can prove in CLASS are highly abstract and therefore captivate
with its "simplicity" and clarity. But one should be careful to confuse clarity with in-
sight. For example lets think about the theorem T in CLASS that for every bounded
sequence of real numbers there exists a least upper bound, which itself is a real number.
Even if the assertion of this theorem seems to be intuitively clear, we should take a more
detailed look at the information this theorem provides. Therefore lets de�ne a concrete
case.
Let (xn)n∈N+ be a sequence of real numbers, such that

G(n) :⇔ 2n+ 2 is a sum of two primes

xn :=

{
0, G(n) holds

1, ¬(G(n) holds)

for every n ∈ N+.
This sequence is well-de�ned, as we can decide for every natural number if G(n) holds
or not, simply by checking all prime numbers smaller then 2n+ 2.
Now theorem T predicts a least upper bound x of the sequence (xn)n. Clearly this least
upper bound has to be 0 or 1, but no one expects that we can decide which one of the
two cases holds, as this would solve the Goldbach conjecture. So one could say that in
CLASS the assertion of existence of an object only asserts the existence of a box with a
special property, but we can't open the box and take a look at the (value of the) asserted
object. Hence the assertion of existence in CLASS is "incomplete", in the sense that it
has no computational meaning. This means most properties we deduce re�ect the general
structure of a system and thus won't provide an understanding of how to construct the
predicted object in a concrete case.
Moreover this notion of existence shifts the attention of practising mathematicians from
the observed system to the emergent properties and structures. In particular it changes
the point of view, as we try to understand a system observing it not from the inside, but
from the outside.
Constructive mathematics (CM) tackles this problem by using di�erent de�nitions of

the logical connectives. These constitute the Brouwer-Heyting-Kolmogorov interpreta-
tion (BHK-interpretation). In this thesis we'll discuss CM based on the style of Bishop
(BISH). So the following formulation of the BHK-interpretation is in short what Bishop
says about the logical connectives in his book [3], the statements about negation and
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falsum are from [6] but express what seems to be generally accepted in the literature:

P ∧Q A proof of P ∧Q, is a proof of P and a proof of Q

P ∨Q A proof of P ∨Q, is either a proof of P or a proof of Q

P ⇒ Q A proof of P ⇒ Q, is a rule that converts any given

proof of P into a proof of Q

∀x ∈ A P (x) A proof of ∀x ∈ A P (x) is an algorithm which for any

x ∈ A returns a proof for P (x)

∃x P (x) A proof of ∃x P (x), is a speci�c element

x and a proof that P (x) holds

⊥ There is no proof of ⊥
¬Q A proof of ¬Q, is a proof of Q⇒⊥

Of course there are some obvious questions arising from these informal de�nitions:

What is a proof?

What is a rule or algorithm?

What can we say about the collection of all proofs?

To answer these questions, and ultimately answer the question: "What is construc-
tive mathematics", we will promote a more exact treatment of Bishop-style constructive
mathematics (BCM). Since

an answer provided from a formal treatment of BCM, that cannot be "cap-
tured" by BISH itself, is not necessarily the "right" answer

(Petrakis in [6] p. 156), we work within BISH. In the �rst part of this thesis we will
formulate precisely some notions Bishop used and we will de�ne some necessary exten-
sions, which we need for a more formal treatment of CM. Then we will present an exact,
but informal, BHK-interpretation with the use of Bishop set theory (BST) hoping that
this brings more clarity about what CM is within BISH. We will �nish the thesis by
discussing how such a more precise analysis looks like. Except for the interpretation of
the integral in section 5, that is done for the �rst time here, this thesis is based on [6].
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2 Basics of BST

The informal approach to constructive analysis of Bishop and Bridges in [3] was perfect
for showing that constructive analysis can be done, since the resulting analysis is very
similar to read to classical mathematics. But in this thesis we focus on a more formal
level. Therefore we use the semi-formal, Bishop set theory (BST) as presented in [4],
where it is called constructive set and function theory (CSFT), and [6]. This theory
formalizes the basic notions of BISH like set, membership to a set and function (while
the last one grounds on the informal term of an algorithm).
The �rst subsection will focus on the fundamentals we need in this thesis. The second
subsection will review some more developed concepts.

2.1 Fundamentals

As already stated before, in this subsection we will review some of the fundamentals
of BST, which we need for the more developed concepts in the subsection "Necessary
extensions". Compared to [4] or [6] some ideas will be simpli�ed or only special cases are
explained.

We will begin with the primitives of BST. These are the expressions which can't be
de�ned in terms of the other ones and which we use for their de�nition:

1. The collection of natural numbers N, together with its equality =N, its operations
and order.

2. The equality by de�nition ":=".

3. The equivalence by de�nition ":⇔".

4. Pairing. For two terms a, b we have the ordered pair (a, b). We can refer to the
entries with the also primitive projections pr1(a, b) := a and pr2(a, b) := b.

5. A totality is either the set N or the totalityX is de�ned by amembership condition
MX i.e. x ∈ X :⇔ MX(x). MX(x) is called the membership formula for X.
One can say that a membership condition describes what has to be done in order
to construct an element of the totality. It is not necessary that the membership
condition is decidable for any object.

6. The notion of a finite routine or an algorithm is left unde�ned in [4]. In [2] p. 154
an informal explanation of an operation is given, which �ts our notion of a �nite
routine or algorithm:

"The notion of an operation (rule, algorithm, algorithmic process, �nite rou-
tine, mechanical operation) is fundamental. We understand that an operation
is a �nite, concrete object which can be given by a list of instructions. These
instructions must be explicit in nature, and must call only for the perfor-
mance of "mechanical" computations � no creative activity (such as solving
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problems) must be required, and no element of chance (tossing a die) or of
free choice must be involved. ... but these are partial operations, i.e. they
may at some arguments be unde�ned." (underlining di�ers from [2])

The logical framework of BST is �rst-order intuitionistic logic with equality. The other
fundamentals can be de�ned in terms of the primitives.

De�nition 1 (Collections). Let X,Y be totalities with membership formulasMX ,MY .
We say X and Y are definitionally equal X := Y if [MX(x) :⇔MY (x)].
X is inhabited if there is a x such thatMX(x) holds. If we de�ned an equality on X,

we have:
X is inhabited⇔ ∃x∈X( x =X x )

Wemay de�ne an equality on X, "=X". In order to do so, we de�ne an equality formula
EqX(x, y) which satis�es the properties of a equivalence relation. We de�ne x =X y :⇔
EqX(x, y). If the related totality is clear from the context, we also write x = y. We
identify the totality with equality with the pair (X,=X). Most of the time we just write
X and think about the related equality =X as implicitly given.
The totality of sets V0 with its equality =V0 , de�ned as followed

X ∈ V0 :⇔ X is a set

X =V0 Y :⇔ ∃f∈F(X,Y )∃g∈F(Y,X)( (f, g) : X =V0 Y ) (3.1)

where

(f, g) : X =V0 Y :⇔ g ◦ f = idX & f ◦ g = idY

is a class. All other totalities with equality, which membership condition includes quan-
ti�cation over V0, are classes as well. We omit the simple proof for the equality =V0

satisfying the properties of an equivalence relation.
A preset is a totality, for which we know what it means to prove its membership

formula. In particular for a formula that only uses bounded quanti�cation (quanti�cation
over sets) the BHK-interpretation expresses what we have to do. A set X is either N or it
is a preset together with an equality de�ned on it. This de�nition of a set is not a formal
de�nition, but a recommendation. Precisely, a set is an element of V0; our "de�nition"
tells us what we should de�ne to be in the totality V0.
For two sets X,Y , we de�ne their product X × Y by

z ∈ X × Y :⇔ ∃x∈X∃y∈Y ( z := (x, y) )

z =X×Y z′ :⇔ pr1(z) =X pr1(z′) & pr2(z) =Y pr2(z′).

X×Y is a set, as the equality obviously satis�es the conditions of an equivalence relation
and the construction of an element reduces to the construction of an element of X and
an element of Y .
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Remark. In the de�nition of the preset, it is not necessary that the membership formula
is decidable. For example lets de�ne the following formulas on the natural numbers:

G(n) :⇔ 2n is the sum of two primes

P (n) :⇔ ∀m>n( G(m) )

As we don't know if the Goldbach conjecture is provable, we don't know if P (n) is
decidable for any n ∈ N+. Anyway we know what we have to do to prove P (n) for a
concrete n ∈ N+. Thus the totality X, with

n ∈ X :⇔ n ∈ N+ & P (n)

is a preset.
Also whenever the membership formula of a totality includes quanti�cation over V0, we
don't know how to interpret this quanti�cation and thus don't know how to prove it.
Hence a class can't be a set.
The totality V0 is de�ned in a open ended way. This means that whenever we de�ne
a totality X, which re�ects the aforementioned intuition of being a set, we add to the
de�nition of V0 that X is an element of V0.

De�nition 2 (Non dependent assignment routines). Let X,Y be totalities.
A non dependent assignment routine α : X  Y from X to Y is a a �nite routine,
that assigns to each element x ∈ X an element y ∈ Y . We write α(x) := y and write
assignment routine, instead of non dependent assignment routine unless we want to
highlight the non dependency .
Now assume X,Y being sets. Then an assignment routine f : X  Y is called an
operation. An operation f : X  Y is called a function if it respects equality, i.e.

∀x,x′∈X( x =x x
′ ⇒ f(x) =Y f(x′) )

holds. We write f : X → Y .
A function f : X → Y is an embedding fromX to Y , if x =X x′, whenever f(x) =Y f(x′).
We will write f : X ↪→ Y .

Let X,Y, Z be totalities.
Two assignment routines f : X  Y and g : X  Y are definitionally equal, we write
f := g, if

∀x∈X( f(x) := g(x) )

For two assignment routines f : X  Y and g : Y  Z, we de�ne the composition
assignment routine g ◦ f by

g ◦ f : X  Z, g ◦ f(x) := g(f(x))

for every x ∈ X.

For any set X we de�ne the identity function idX

idX : X → X, idX(x) := x

for every x ∈ X.

8



De�nition 3 (The set of functions). The totality of all functions from the set X to the
set Y, is denoted by F(X,Y ) and equipped with the point-wise equality.

f ∈ F(X,Y ) :⇔ ∃g:X→Y ( f := g )

f =F(X,Y ) g :⇔ ∀x∈X( f(x) =Y g(x) )

Obviously =F(X,Y ) satis�es the properties of a equivalence relation. Therefore this totality
is a set, becauseMF(X,Y ) expresses: to proveMF(X,Y )(f) one has to de�ne an appropriate
function and prove its de�nitional equality to f . So its clear what we have to do in order
to prove the membership formula.
Since every function f : X → Y we de�ne is de�nitionally equal to itself, f ∈ F(X,Y )

De�nition 4. Let I be a set and µ0 : I  V0 a non dependent assignment routine. A
dependent assignment routine over µ0 is a �nite routine µ1, which assigns to each i ∈ I
an element µ1(i) in µ0(i). We write

µ1 :
k

i∈I
µ0(i)

Their totality is denoted by A(I, µ0). It is equipped with the point-wise equality

µ1 =A ν1 :⇔ ∀i∈I( µ1(i) =µ0(i) ν1(i) )

and is a set with an argument similar to the one that the totality of all functions is a set.

De�nition 5. A subset of a set X is a pair (A, iA), where A is a set and iA : A ↪→ X.
Usually we write A instead of (A, iA) and implicitly think of iA as given.
The totality with equality of all subsets of X, is denoted by P(X). It is de�ned by

(A, iA) ∈ P(X) :⇔ A is a set & iA : A ↪→ X

(A, iA) =P(X) (B, iB) :⇔ ∃f :A→B∃g:B→A( iA ◦ g =F(B,X) iB & iB ◦ f =F(A,X) iA )

A B

X

f

iA

g

iB

Since the membership condition of P(X) contains quanti�cation over V0, P(X) is a class.

De�nition 6. A formula P (x) on a set X is called an extensional property, if it satis�es

∀x,y∈X( [x =X y & P (x)]⇒ P (y) ).
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The extensional subset of X generated by P , XP , denotes the totality with equality
that is de�ned by

x ∈ XP :⇔ x ∈ X & P (x)

x =XP x
′ :⇔ x =X x′

Clearly XP := {x ∈ X | P (x)} is a set, since X is a set.
The notion subset is justi�ed, because the pair (XP , iXP ), with iXP : XP ↪→ X;
iXP (x) := x, is in P(X).
Important to mention, is that with this de�nition the property P (x) on X is equivalent
to the membership to the set XP .
As an example lets consider the set X and the property P (x, x′) :⇔ x =X x′. P (x) then
is an extensional property, since equality is transitive, and generates the subset D(X) of
X ×X

D(X) := {(x, x′) ∈ X ×X | x =X x′}

which we call the diagonal of X. It inherits the equality from X ×X.
Note that it is also possible to de�ne a new equality on XP . E.g. in section 5 the set

of real numbers will be de�ned as a subset with a di�erent equality than the superset. If
we do so, XP still is a set and for the same reason, as before, a subset of X.

2.2 Necessary extensions

This subsection deals with the idea of set indexed families and important concepts that
depend on them.
We will use these new concepts to interpret the logical connectives in section 3.

2.2.1 Set-indexed families of sets

De�nition 7. Let I be a set and D(I) as before. Then an I-family, or a family of sets
indexed by I, is a pair Λ := (λ0, λ1).

λ0 : I  V0 (7.1)

λ1 :
k

(i,j)∈D(I)

F(λ0(i), λ0(j)), λ1(i, j) := λij for (i, j) ∈ D(I) (7.2)

such that the following properties hold:

D7.1 For every i ∈ I, we have λii := idλ0(i)

D7.2 For i, j, k ∈ I such that i =I j and j =I k, the following diagram commutes

λ0(i) λ0(j)

λ0(k)

λij

λik λjk
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For (i, j) ∈ D(I) the function λij is called the transport map from λ0(i) to λ0(j) and
the dependant assignment routine λ1 the modulus of function-likeness of λ0. The last
term comes from the following property:

(λij , λji) : λ0(i) =V0 λ0(j)

Proof. By de�nition we have that idλ0(i) := λii := λji ◦ λij and
idλ0(j) := λjj := λij ◦ λji
Example 1. Let I, J be sets and λ := (λ0, λ1) be an I-family. We de�ne µ := (µ0, µ1)
by:

µ0 : I × J → V0, µ0(i, j) := λ0(i)

for every (i, j) ∈ I × J , and

µ1 :
k

((i,j),(i′,j′))∈D(I×J)

F(µ0(i, j), µ0(i′, j′)),

µ(i,j)(i′,j′) := µ1((i, j), (i′, j′)) : λ0(i)→ λ0(i′),

µ(i,j)(i′,j′)(x) := λii′(x)

Then µ := (µ0, µ1) is an I × J-family, as we have:

D7.1 for every (i, j) ∈ I × J , we have µ(i,j)(i,j) := λii := idλ0(i) := idµ0(i,j)

D7.2 for (i, j), (i′, j′), (i′′), j′′) ∈ I × J such that (i, j) =I×J (i′, j′) and (i′, j′) =I×J
(i′′, j′′), we have i =I i

′ =I i
′′. Hence:

µ(i,j)(i′′,j′′) := λii′′ := λi′i′′◦λii′ := µ(i′,j′)(i′′j′′) ◦ µ(i,j)(i′,j′)

We call µ the canonical extension of the I-family λ onto I × J . We will write λ(i, j)
instead of µ(i, j) for any (i, j) ∈ I × J and get

∀(i,j)∈I×J( λ0(i, j) := λ0(i) )

2.2.2 The exterior union of a family of sets

We will use the exterior union of set indexed families to interpret the existential quanti-
�er. So we use the the notion of a Σ-set for it, referring to the type theoretic Σ-type.

De�nition 8. If I is a set and Λ := (λ0, λ1) an I-family of sets, then the totality
Σi∈Iλ0(i) is called the exterior or disjoint union of Λ or the Σ-set of Λ. It is de�ned
by the following membership condition and equality

w ∈ Σi∈Iλ0(i) :⇔ ∃i∈I∃x∈λ0(i)( w := (i, x) )

(i, x) =Σi∈Iλ0(i) (j, x′) :⇔ i =I j & λij(x) =λ0(j) x
′ (8.1)

It is natural to consider the totality Σi∈Iλ0(i) to be a set.
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We proof that the equality =Σi∈Iλ0(i) satis�es the properties of an equivalence relation.

Proof. Let (i, x), (j, y), (k, z) ∈ Σi∈Iλ0(i). Then since i =I i and λii(x) := idλ0(i)(x) := x,
we have

(i, x) =Σi∈Iλ0(i) (i, x).

Next we assume (i, x) =Σi∈Iλ0(i) (j, y). So we have i =I j and therefore j =I i, because
"=I" is an equivalence relation. Additionally by the de�nition of the transport maps:

x := idλ0(i)(x) := λii(x) := λji(λij(x))
(i,x)=(j,y)

=λ0(i) λji(x
′)

holds. Hence we have (j, y) =Σi∈Iλ0(i) (i, x).
Finally, if we have (i, x) =∑

i∈I λ0(i) (j, y) and (j, y) =∑
i∈I λ0(i) (k, z) by de�nition and

transitivity of "=I", we get i =I k. The validity of

λik(x) := λjk(λij(x)) =λ0(k) λjk(y) =λ0(k) z

follows from the de�nition of equality 8.1 and D7.2. Thus we have (i, x) =Σi∈Iλ0(i) (k, z).
Hence the equality satis�es the properties of an equivalence relation.

Example 2. Let X,Y be sets. 2 := {0, 1} clearly is a set. The coproduct X +Y can be
de�ned as a Σ-set.
First we de�ne the 2-family of X and Y Λ(X,Y ) := (λX,Y0 , λX,Y1 ) by:

λX,Y0 : 0, 1 V0, λX,Y0 (0) := X, λX,Y0 (1) := Y

and

λX,Y1 :
k

(i,i′)∈D({0,1})

λX,Y0

λX,Y1 (0, 0) := idX , λX,Y1 (1, 1) := idY

Now we can de�ne the coproduct:

X + Y :=
∑
i∈2

λX,Y0 (i)

This set has the required property, we expect from the coproduct

∀x∈X∀y∈Y ( (0, x), (1, y) ∈
∑
i∈2

λX,Y0 (i) )

First and second projection of the Σ-set of Λ, pr1(Λ) and pr2(Λ), are important to for-
malize choosing an object of the pair. Therefore it is interesting to make their de�nitions
precise. The �rst one is implemented as supposed

pr1(Λ) :
∑
i∈2

λX,Y0 (i)→ 2,

pr1(Λ)(i, z) := i
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for every (i, z) ∈
∑

i∈2 λ
X,Y
0 (i). The second one is a dependent assignment routine

pr2(Λ) :
k

(i,z)∈
∑
i∈2 λ

X,Y
0 (i)

λ0(i),

pr2(Λ)(i, z) := pr2(i, z) := z

for every (i, z) ∈
∑

i∈2 λ
X,Y
0 (i).

2.2.3 Dependent functions over a family of sets

There are several reasons to invent dependent functions. One is to generalise the carte-
sian product, this is shown in detail in [4] and the special case of the product of two sets
is shown in the example below.
The main application of this concept in this thesis is the use in the interpretation of the
universal quanti�er.

As functions are a special kind of non dependent assignment routines, dependent func-
tions are a special kind of dependent assignment routines.

De�nition 9. Let I be a set, Λ := (λ0, λ1) be an I-family of sets. The membership con-
dition of and the equality on the totality Πi∈Iλ0(i), called the set of dependent functions
over Λ or the Π-set of Λ, are

φ ∈
∏
i∈I

λ0(i) :⇔ φ ∈ A(I, λ0) & ∀(i,j)∈D(I)( φ(j) := φj =λ0(j) λij(φi) ) (9.1)

φ =Πi∈Iλ0(i) ϕ :⇔ ∀i∈I( φi =λ0(i) ϕj ) (9.2)

It is natural to consider the totality
∏
i∈I λ0(i) to be a set

The equivalence =Πi∈Iλ0(i) satis�es the properties of an equivalence relation, since the
set of dependent functions over a family of sets is an extensional subset of A(I, λ0).

Example 3. Like mentioned above the Π-set can be seen as a generalisation of the
cartesian product. Therefore we will proof the equality to the cartesian product of two
sets ∏

i∈2
λ0(i)X,Y =V0 X × Y

where X,Y are sets and Λ(X,Y ) := (λX,Y0 , λX,Y1 ) as in example 2. To proof the state-
ment, we have to show that 3.1 holds. Let X,Y, Λ(X,Y ) be as given. We de�ne

f :
∏
i∈2

λ0(i)X,Y → X × Y f(φ) := (φ0, φ1)

g : X × Y →
∏
i∈2

λ0(i)X,Y g(x, y) := ϕxy
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where

ϕxy :
k

i∈2
λ0(i),

ϕxy(0) := x ∈ λX,Y0 (0) ϕxy(1) := y ∈ λX,Y0 (1)

for every x ∈ X and y ∈ Y . So f, g are well de�ned and as can easily be seen they respect
equality. In particular they are functions. Hence

f ◦ g(x, y) := f(g(x, y)) := f(ϕxy) := (ϕxy(0), ϕxy(1)) := (x, y)

g ◦ f(φ) := g(f(φ)) := g(φ0, φ1) := ϕφ0φ1

(*)
:= φ

(∗) ϕφ0φ1(0) := φ0 := φ(0) & ϕφ0φ1(1) := φ1 := φ(1)

for (x, y) ∈ X × Y , φ ∈ Πi∈2λ
X,Y
0 (i).

So f ◦ g = idX×Y and g ◦ f = id
Πi∈2λ

X,Y
0 (i)

and therefore X × Y =V0 Πi∈2λ
X,Y
0 (i).

Example 4. The second projection of a Σ-set is even a dependent function.
Let the de�nitions and premises as in example 2. We de�ne the

∑
i∈2 λ0(i)-family∑Λ := (σΛ

0 , σ
Λ
1 ) by

σΛ
0 :
∑
i∈2

λ0(i) V0,

σΛ
0 (i, z) := λ0(i),

σΛ
1 ((i, z), (i′, z′)) := λii′ .

σΛ
0 is well de�ned, what follows from the de�nition of Λ, and σΛ

1 satis�es D7.1 & D7.2:

σΛ
(i,z)(i,z) := λii := idλ0(i) := idσΛ

0 (i,z),

σΛ
(i,z)(k,z′′) := λik := λmk ◦ λim := σΛ

(m,z′)(k,z′′) ◦ σ
Λ
(i,z)(m,z′)

for (i, z), (m, z′), (k, z′′) ∈
∑

i∈2 λ0(i), such that (i, z) =∑
i∈2 λ0(i) (m, z′) and

(m, z′) =∑
i∈2 λ0(i) (k, z′′).

Moreover, if (i, z) =∑
i∈2 λ0(i) (i′, z′), then

pr2(Λ)(i, z) := z
Def 9.2
=λ0(i) λi′i(z

′) := λi′i(pr2(Λ)(i′, z′))

Therefore the second projection pr2(Λ) is a dependent function over
∑Λ.

2.2.4 Basic families of sets

In the following we will discuss some general schemes to generate new set indexed families
of sets.
We start with the extension of some basic concepts, that we already de�ned for sets, on
I-families. Namely functions between I-families, the construction of the disjoint union of
two I-families and the construction of the product of two I-families. All of these concepts
are "point-wise generalisations" of the basic ideas.
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Proposition 10. Let I be a set, Λ := (λ0, λ1), M := (µ0, µ1) be I-families of sets.

i) The pair F(Λ,M) := (F(λ0, µ0),F(λ1, µ1)) is an I-familiy of sets, we de�ne for
every i ∈ I

F(λ0, µ0) : I  V0, F(λ0, µ0)(i) := F(λ0(i), µ0(i))

and

F(λ1, µ1) :
k

(i,j)∈D(I)

F( F(λ0, µ0)(i),F(λ0, µ0)(j) ),

F(λ1, µ1)ij := F(λ1, µ1)(i, j) : F(λ0(i), µ0(i))→ F(λ0(j), µ0(j)),

F(λ1, µ1)ij(f) := µij ◦ f ◦ λji,

for every f ∈ F(λ0(i), µ0(i)).

ii) The pair Λ + M := (λ0 + µ0, λ1 + µ1) is an I-familiy of sets, we de�ne for every
i ∈ I

λ0 + µ0 : I  V0, (λ0 + µ0)(i) := λ0(i) + µ0(i)

and

λ1 + µ1 :
k

(i,j)∈D(I)

F( λ0(i) + µ0(i), λ0(j) + µ0(j) ),

(λ1 + µ1)ij := (λ1 + µ1)(i, j) : λ0(i) + µ0(i)→ λ0(j) + µ0(j),

(λ1 + µ1)ij(0, x) := (0, λij(x)),

(λ1 + µ1)ij(1, y) := (1, λij(y)),

for x ∈ λ0(i) and y ∈ µ0(i).

iii) The pair Λ ×M := (λ0 × µ0, λ1 × µ1) is an I-familiy of sets, we de�ne for every
i ∈ I

λ0 × µ0 : I  V0, (λ0 × µ0)(i) := λ0(i)× µ0(i)

and

λ1 × µ1 :
k

(i,j)∈D(I)

F( λ0(i)× µ0(i), λ0(j)× µ0(j) ),

(λ1 × µ1)ij := (λ1 × µ1)(i, j) : λ0(i)× µ0(i)→ λ0(j)× µ0(j),

(λ1 × µ1)ij(x, y) := (λij(x), µij(y)),

for x ∈ λ0(i) and y ∈ µ0(i).

Proof. First we notice that I is a set by premise and all of the pairs are of the correct
form. An assignment routine I  V0 and a corresponding dependent assignment routine.
So to proof the proposition we have to show for every pair that it ful�ls the two conditions
D7.1 and D7.2.
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i) D7.1: Let i ∈ I, f ∈ F(λ0(i), µ0(i)) be arbitrary. Then we have:

∀x∈λ0(i)( F(λ1, µ1)ii(f)(x) := µii ◦ f ◦ λii(x) := idµ0(i) ◦ f ◦ idλ0(i)(x) := f(x) )

and thus F(λ1, µ1)ii(f) := f . Since f ∈ F(λ0(i), µ0(i)) was chosen freely, F(λ1, µ1)ii :=
idF(λ0(i),µ0(i)) is constructively valid.
D7.2: For i, j, k ∈ I such that i =I j and j =I k, we have for all
f ∈ F(λ0(i), µ(i)):

∀x∈λ0(k)( F(λ1,µ1)jk ◦ F(λ1, µ1)ij(f)(x)

:= F(λ1, µ1)jk(µij ◦ f ◦ λji)(x)

:= µjk ◦ µij ◦ f ◦ λji ◦ λkj(x)

:= µik ◦ f ◦ λki(x)

:= F(λ1, µ1)ik(f)(x) )

and thus F(λ1, µ1)jk ◦ F(λ1, µ1)ij(f) := F(λ1, µ1)ik(f). Since f ∈ F(λ0(i), µ0(i))
was chosen freely, F(λ1, µ1)jk ◦ F(λ1, µ1)ij := F(λ1, µ1)ik is constructively valid.
Therefore the pair F(Λ,M) := (F(λ0, µ0),F(λ1, µ1)) is an I-family.

ii) D7.1: Let i ∈ I be arbitrary. Then we have:

∀x∈λ0(i)( (λ1+µ1)ii(0, x)

:= (0, λii(x)) := (0, idλ0(i)(x)) := (0, x)

:= idλ0(i)+µ0(i)(0, x) )

∀y∈µ0(i)( (λ1+µ1)ii(1, y)

:= (1, µii(y)) := (1, idµ0(i)(y)) := (1, y)

:= idλ0(i)+µ0(i)(1, y) )

and thus (λ1 + µ1)ii := idλ0(i)+µ0(i).
D7.2: For i, j, k ∈ I such that i =I j and j =I k, we have:

∀x∈λ0(i)( (λ1+µ1)jk ◦ (λ1 + µ1)ij(0, x)

:= (λ1 + µ1)jk((0, λij(x)) := (0, λjk ◦ λij(x))

:= (0, λik(x)) := (λ1 + µ1)ik(0, x) )

∀y∈µ0(i)( (λ1+µ1)jk ◦ (λ1 + µ1)ij(1, y)

:= (λ1 + µ1)jk((1, µij(y)) := (1, µjk ◦ µij(y))

:= (1, µik(y)) := (λ1 + µ1)ik(1, y) )

and thus (λ1 + µ1)jk ◦ (λ1 + µ1)ij := (λ1 + µ1)ik is constructively valid.
Therefore the pair Λ +M := (λ0 + µ0, λ1 + µ1) is an I-family.
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iii) D7.1: Let i ∈ I be arbitrary. Then we have:

∀x∈λ0(i),y∈µ0(i)( (λ1×µ1)ii(x, y)

:= (λii(x), µii(y)) := (idλ0(i)(x), idµ0(i)(y))

:= (x, y) := idλ0(i)×µ0(i)(x, y) )

and thus (λ1 × µ1)ii := idλ0(i)×µ0(i).
D7.2: For i, j, k ∈ I such that i =I j and j =I k, we have:

∀x∈λ0(i),y∈µ0(i)( (λ1×µ1)jk ◦ (λ1 × µ1)ij(x, y)

:= (λ1 × µ1)jk(λij(x), µij(y))

:= (λjk ◦ λij(x), µjk ◦ µij(y))

:= (λik(x), µik(y)) := (λ1 × µ1)ik(x, y) )

and thus (λ1 × µ1)jk ◦ (λ1 × µ1)ij := (λ1 × µ1)ik is constructively valid.
Therefore the pair Λ×M := (λ0 × µ0, λ1 × µ1) is an I-family.

So far we discussed families that are indexed by any regular set. As stated in de�nition
1 for two (index) sets their product is a set. Consequently all the above assertions apply
to the product, too. It is also possible to construct new families that are uniquely de�ned
for such special index sets, though.

Proposition 11. Let I, J be sets and R := (ρ0, ρ1) be an (I × J)-family of sets, where:

ρ0 : I × J  V0, ρ1 :
k

((i,j),(i′,j′))∈D(I×J)

F(ρ0(i, j), ρ0(i′, j′)),

ρ1

(
(i, j), (i′, j′)

)
:= ρ(i,j)(i′,j′)

i) For a �xed j ∈ J , we can construct the "restriction" of R to I × {j}.
This new family Λj := (λj0, λ

j
1) is an I-family. We de�ne, for every i ∈ I:

λj0 : I  V0, λj0(i) := ρ0(i, j)

and

λj1 :
k

(i,i′∈D(I)

F
(
ρ0(i, j), ρ0(i′, j)

)
,

λj1(i, i′) := λjii′ : ρ0(i, j)→ ρ0(i′, j), λjii′ := ρ(i,j)(i′,j).

ii) For a �xed i ∈ I, we can construct the "restriction" of R to {i} × J .
This new family M i := (µi0, µ

i
1) is an J-family. We de�ne, for every j ∈ J :

µi0 : J  V0, µi0(j) := ρ0(i, j)
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and

µi1 :
k

(j,j′∈D(J)

F
(
ρ0(i, j), ρ0(i, j′)

)
,

µi1(j, j′) := µijj′ : ρ0(i, j)→ ρ0(i, j′), µijj′ := ρ(i,j)(i,j′).

Proof. We will proof case i). The case ii) is done similarly.
To proof that the pair λj : (λj0, λ

j
1) is an I-set for every j ∈ J , we have to show that λj0

and λj1 are well-de�ned and the properties D7.1 & D7.2 hold. All of these statements
follow immediately from the de�nition of R.
Let j ∈ J be arbitrary, but �exd.
λj0 is well-defined: By de�nition of R, ρ0(i, j) is a set, for every i ∈ I.
Because ρ0(i, j) := λ0(i), for every i ∈ I, we immediately get that λj0 is well-de�ned.

λj1 is well-defined: Let i, i
′ ∈ I. We have to show that λjii′ is a function. Clearly this

is valid, since λjii′ := ρ(i,j)(i′,j), where the later one is a function by de�nition of R.

Therefore λj1 is well-de�ned.
D7.1:For i ∈ I, we have:

λjii′ := ρ(i,j)(i,j) := idρ0(i,j)

D7.2: For i, k,m ∈ I such that i = k and k = m we have:

λjkm ◦ λ
j
ik := ρ(k,j)(m,j) ◦ ρ(i,j)(k,j) := ρ(i,j)(m,j) := λjim.

Therefore the pair λj : (λj0, λ
j
1) is an I-set for every j ∈ J .

Proposition 12. Let I, J be sets and R := (ρ0, ρ1) be an (I × J)-family of sets, where:

ρ0 : I × J  V0, ρ1 :
k

((i,j),(i′,j′))∈D(I×J)

F(ρ0(i, j), ρ0(i′, j′)),

ρ1

(
(i, j), (i′, j′)

)
:= ρ(i,j)(i′,j′)

i) The pair
∑1R := (Σ1ρ0,Σ

1ρ1) is an I-family of sets. We de�ne, for i ∈ I:
1∑
ρ0 : I  V0,

(
1∑
ρ0

)
(i) :=

∑
j∈J

ρ0(i, j)

and

1∑
ρ1 :

k

(i,i′)∈D(I)

F

∑
j∈J

ρ0(i, j),
∑
j∈J

ρ0(i′, j)

 ,

(
1∑
ρ1

)
ii′

:=

(
1∑
ρ1

)
(i, i′) :

∑
j∈J

ρ0(i, j)→
∑
j∈J

ρ0(i′, j),

(
1∑
ρ1

)
ii′

(j, x) := (j, ρ(i,j)(i′,j)(x))

for j ∈ J and x ∈ ρ0(i, j).
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ii) The pair
∑2R := (Σ2ρ0,Σ

2ρ1) is a J-family of sets. We de�ne, for j ∈ J :

2∑
ρ0 : J  V0,

(
2∑
ρ0

)
(j) :=

∑
i∈I

ρ0(i, j)

and

2∑
ρ1 :

k

(j,j′)∈D(J)

F

(∑
i∈I

ρ0(i, j),
∑
i∈I

ρ0(i, j′)

)
,

(
2∑
ρ1

)
jj′

:=

(
2∑
ρ1

)
(j, j′) :

∑
i∈I

ρ0(i, j)→
∑
I∈I

ρ0(i, j′),

(
2∑
ρ1

)
jj′

(i, x) := (i, ρ(i,j)(i,j′)(x))

for i ∈ I and x ∈ ρ0(i, j).

iii) The pair
∏1R := (

∏1 ρ0,
∏1 ρ1), is an I-family of sets. We de�ne, for i ∈ I:

1∏
ρ0 : I  V0,

(
1∏
ρ0

)
(i) :=

∏
j∈J

ρ0(i, j)

and

1∏
ρ1 :

k

(i,i′)∈D(I)

F

∏
j∈J

ρ0(i, j),
∏
j∈J

ρ0(i′, j)

 ,

(
1∏
ρ1

)
ii′

:=

(
1∏
ρ1

)
(i, i′) :

∏
j∈J

ρ0(i, j)→
∏
j∈J

ρ0(i′, j),

[(
1∏
ρ1

)
ii′

(φ)

]
j

:= ρ(i,j)(i′,j)(φj),

for j ∈ J and φ ∈
∏
j∈J ρ0(i, j).

iv) The pair
∏2R := (

∏2 ρ0,
∏2 ρ1), is a J-family of sets. We de�ne, for j ∈ J :

2∏
ρ0 : J  V0,

(
2∏
ρ0

)
(j) :=

∏
i∈I

ρ0(i, j)
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and

2∏
ρ1 :

k

(j,j′)∈D(J)

F

(∏
i∈I

ρ0(i, j),
∏
i∈I

ρ0(i, j′)

)
,

(
2∏
ρ1

)
jj′

:=

(
2∏
ρ1

)
(j, j′) :

∏
i∈I

ρ0(i, j)→
∏
i∈I

ρ0(i, j′),( 2∏
ρ1

)
jj′

(φ)


i

:= ρ(i,j)(i,j′)(φi),

for i ∈ I and φ ∈
∏
i∈I ρ0(i, j).

Proof. As in the proof for the previous proposition we have to show for all the constructed
pairs, that both assignment routines are well-de�ned and that the properties D7.1 & D7.2
in the de�nition of a set indexed family are satis�ed.

i)
(
Σ1ρ0

)
is well-defined: In the previous proposition we constructed the J-family

M i := (µi0, µ
i
1) for a �xed i ∈ I. Therefore

(
Σ1ρ0

)
(i) := Σj∈Jµ

i
0(j), for every i ∈ I,

is a set and
(
Σ1ρ0

)
is well-de�ned.(

Σ1ρ1

)
is well-defined: Let (i, i′) ∈ D(I) be arbitrary. We have to show that(∑1 ρ1

)
ii′

is a function.

First we show that the assignment routine is well-de�ned. For every (j, x) ∈∑
j∈J ρ0(i, j): (

1∑
ρ1

)
ii′

(j, x) := (j, ρ(i,j)(i′,j)(x)) ∈
∑
j∈J

ρ0(i′, j)

and so the assignment routine is well-de�ned.
Now we show that the assignment routine is a function. Let (j, x), (j′, x′) ∈∑

j∈J ρ0(i, j) be such that (j, x) =Σj∈Jρ0(i,j) (j′, x′). Thus by de�nition we have

j =J j
′ & ρ(i,j)(i,j′)(x) =ρ0(i,j′) x

and, since i =I i
′ and ρ(i,j′)(i′,j′) is a function

ρ(i,j)(i′,j′)(x) := ρ(i,j′)(i′,j′) ◦ ρ(i,j)(i,j′)(x) =ρ0(i′,j′) ρ(i,j′)(i′,j′)(x
′)

and therefore

ρ(i′,j)(i′,j′)(ρ(i,j)(i′,j)(x)) := ρ(i,j)(i′,j′)(x) =ρ0(i′,j′) ρ(i,j′)(i′,j′)(x
′). (*)
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With that in mind, it is easy to show that
(
Σ1ρ1

)
ii′

is a function:(
1∑
ρ1

)
ii′

(j, x) := (j, ρ(i,j)(i′,j)(x))

(∗)
=∑

i∈J ρ0(i′,j) (j′, ρ(i,j′)(i′,j′)(x
′)

:=

(
1∑
ρ1

)
ii′

(j′, x′)

where (i, i′), (j, x), (j′, x′) are characterized as above.
Hence

(
Σ1ρ1

)
ii′

is a function.
D7.1: Let i ∈ I be arbitrary, likewise (j, x) ∈ Σj∈Jρ0(i, j).(

1∑
ρ1

)
ii

(j, x) := (j, ρ(i,j)(i,j)(x)) := (j, idρ0(i,j)(x))

:= (j, x)

:= id(
∑
j∈J ρ0(i,j))(j, x) := id(

∑1 ρ0)(i)(j, x)

Because i and (j, x) were chosen freely,(
1∑
ρ1

)
ii

:= id(
∑1 ρ0)(i)

is constructively valid.
D7.2: Let i, k,m ∈ I such that i =I k & k =I m. Then:(

1∑
ρ1

)
km

◦

(
1∑
ρ1

)
ik

(j, x) :=

(
1∑
ρ1

)
km

(j, ρ(i,j)(k,j)(x))

:= (j, ρ(k,j)(m,j)(ρ(i,j)(k,j)(x)))

:= (j, ρ(i,j)(m,j)(x)) :=

(
1∑
ρ1

)
im

(j, x)

for every (j, x) ∈
(∑1 ρ0

)
(i) and therefore(

1∑
ρ1

)
km

◦

(
1∑
ρ1

)
ik

:=

(
1∑
ρ1

)
im

So the pair
∑1R := (Σ1ρ0,Σ

1ρ1) is an I-family of sets.

ii) The proof is similar to the one of the case i).
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iii)
(∏1 ρ0

)
is well-defined: In the previous lemma we constructed the J-family

M i := (µi0, µ
i
1) for a �xed i ∈ I. Therefore

(∏1 ρ0

)
(i) :=

∏
j∈J µ

i
0(j), for ev-

ery i ∈ I, is a set and
(∏1 ρ0

)
is well-de�ned.(∏1 ρ1

)
is well-defined: Let (i, i′) ∈ D(I) be arbitrary. We have to show that(∏1 ρ1

)
ii′

is a function. First we show that
(∏1 ρ1

)
ii′

is a well-de�ned assignment

routine. Therefor let φ ∈
∏
j∈J ρ0(i, j) and j, j′ ∈ D(J), then:

ρ(i,j)(i,j′)(φj) = φj′

and thus, since ρ(i,j′)(i′,j) is a function:

ρ(i,j′)(i′,j) ◦ ρ(i,j)(i,j′)(φj) = ρ(i,j′)(i′,j)(φj′)

For φ ∈
∏
j∈J ρ0(i, j) and j ∈ J , we have

ρ(i′,j)(i′,j′)

[( 1∏
ρ1

)
ii′

(φ)

]
j

 := ρ(i′,j)(i′,j′)(ρ(i,j)(i′,j)(φj))

:= ρ(i′,j)(i′,j′)(ρ(i,j′)(i′,j) ◦ ρ(i,j)(i,j′)(φj))

= ρ(i′,j)(i′,j′)(ρ(i,j′)(i′,j)(φj′))

:= ρ(i,j′)(i′,j′)(φj′)

:=

[(
1∏
ρ1

)
ii′

(φ)

]
j′

So
(∏1 ρ0

)
ii′

(φ) is a dependent function and
(∏1 ρ0

)
ii′

is a well-de�ned assign-

ment routine.
It is also a function as for φ, ϕ ∈

∏
j∈J ρ0(i, j), such that φ = ϕ, holds:

φj = ϕj

for every j ∈ J , and[(
1∏
ρ1

)
ii′

(φ)

]
j

:= ρ(i,j)(i′,j)(φj)

= ρ(i,j)(i′,j)(ϕj) :=

[(
1∏
ρ1

)
ii′

(ϕ)

]
j

and therefore (
1∏
ρ1

)
ii′

(φ) =

(
1∏
ρ1

)
ii′

(ϕ).
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Hence
(∏1 ρ1

)
is well-de�ned.

D7.1: Let i ∈ I be arbitrary, likewise j ∈ J and φ ∈
∏
j∈J ρ0(i, j). Then[(

1∏
ρ1

)
ii

(φ)

]
j

:= ρ(i,j)(i,j)(φj)

:= idρ0(i,j)(φj)

:= φj :=
[
id∏

j∈J ρ0(i,j)(φ)
]
j

Because i, j and φ were chosen freely,(
1∏
ρ1

)
ii

:= id∏
j∈J ρ0(i,j)

is constructively valid.
D7.2: Let i, k,m ∈ I such that i =I k & k =I m. Then:[(

1∏
ρ1

)
km

◦

(
1∏
ρ1

)
ik

(φ)

]
j

:= ρ(k,j)(m,j) ◦ ρ(i,j)(k,j)(φj)

:= ρ(i,j)(m,j)(φj) :=

[(
1∏
ρ1

)
im

(φ)

]
j

for every j ∈ J and therefore(
1∏
ρ1

)
km

◦

(
1∏
ρ1

)
ik

:=

(
1∏
ρ1

)
im

So the pair
∏1R := (

∏1 ρ0,
∏1 ρ1), is an I-family of sets.

iv) The proof is similar to the one of case iii)

De�nition 13. Let X,Y be sets. We de�ne:∑
x∈X

Y :=
∑
x∈X

λ0(x)

for every x ∈ X, where

λ0 : X → V0, λ0(x) := Y, (13.1)
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and

λ1 :
k

(x,x′)∈D(X)

F(λ0(x), λ0(x′)), (13.2)

λxx′ := λ1(x, x′) : Y → Y,

λxx′(y) := y

Thus λ := (λ0, λ1) clearly is a X-family and
∑

x∈X Y is a well de�ned set.
Now let X,Y be sets and λ := (λ0, λ1) be a Y -family. Then the canonical extension of
λ onto Y ×X is a Y ×X-family and

∑
x∈X

λ0(y) :=

(
1∑
λ0

)
(y) (13.3)

is well de�ned.
∑

x∈X λ0(y) is a Y -family by proposition 12.
For the sets Y1, ..., Yn, the Y1 × ... × Yn-family λ and i ∈ {1, ..., n} by de�nition of the
exterior union and proposition 12 we have that∑

yi∈Yi

λ0(y1, ...yn) (13.4)

is well-de�ned and either a Y1×...×Yi−1×Yi+1×...×Yn-family or (in the case n = 1) a set.

Similarly we can de�ne for dependent functions:
The set ∏

x∈X
Y :=

∏
x∈X

λ0(y)

where λ is like in (13.1) and (13.2).
The Y -family

∏
x∈X

λ0(y) :=

(
1∏
λ0

)
(y)

where λ is like in (13.3).
And we get the set, Y1 × ...× Yi−1 × Yi+1 × ...× Yn-family respectively,∏

yi∈Yi

λ0(y1, ..., yn)

by the de�nition 9 of dependent functions, proposition 12 respectively, where λ is like in
(13.4).
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Let k, l, n,m ∈ N+, Λi ∈ {
∑
,
∏
} for 1 ≤ i ≤ k, Y1, ... , Yn, X1, ... , Xm be sets and

Z1, ... , Zl be sets such that

∀i∈{1,... ,l}∃j∈{1,... ,max{n,m}}( Zi := Yj ∨ Zi := Xj )

& ∀1≤j≤n∃1≤i≤l( Yj := Zi )

Then we will write

Λzi1∈Zi1 . . .Λzik∈Zikλ0(zπ(1), ... , zπ(n))

instead of

Λzi1∈Zi1

(
. . .
(

Λzik∈Zikλ0(zπ(1), ... , zπ(n))
)
. . .
)

where i1, ... , ik ∈ {1, ... , l} and π : {1, ... , n} → N+, π(q) := i s.t. Zi := Yq for every
q ∈ {1, ... , n}. With the de�nitions we made this is well de�ned.
So if we combine Π- and Σ-operators this combination is well de�ned, as long as the
underlying object is a set or an arbitrary set-indexed family.
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3 The BHK-interpretation of BISH within BST

Now we have all the notions to formulate the BHK-interpretation of BISH within BST,
as done in [6]. Important to mention is the "set-dependence" of this formulation i.e. the
totality of proofs for any given formula φ we consider has to be a set. In particular it
has to be clear what a proof for the given formula is. In return any totality of proofs
we obtain by the logical connectives is a set as well (de�nition 14). In the case, that a
formula φ(x) depends on a given variable x of a set X, the totality of proofs of φ(x) for
any given x ∈ X has to be a set. Therefore we also consider set-indexed families of proof
sets (de�nition 15).
As an example of application and a suggestion how to de�ne a proof set for "atomic"
formulas, in section 4 and 5 we present parts of a proof-relevant approach to Bishop
Constructive Analysis (BCA).

De�nition 14 (set dependent BHK-interpretation - Part I). Let φ, ϕ be formulas in
BISH such that the corresponding totalities of all proofs Prf(φ) and Prf(ϕ) are sets. We
de�ne:

Prf(φ ∧ ϕ) := Prf(φ)× Prf(ϕ),

Prf(φ ∨ ϕ) := Prf(φ) + Prf(ϕ),

Prf(φ⇒ ϕ) := F(Prf(φ), Prf(ϕ))

Given the X-family Prfφ := (Prfφ0 , Prf
φ
1 ) of a formula φ(x) on a set X, we can de�ne

the proof set of a quanti�cation of φ(x) over the set X.

Therefore let X be a set, φ(x) be a formula on X and the family Prfφ := (Prfφ0 , Prf
φ
1 )

be given, i.e.

Prf
φ
0 : X  V0, Prf

φ
0 (x) := Prf(φ(x))

for every x ∈ X, and

Prf
φ
1 :

k

(x,x′)∈D(X)

F( Prfφ0 (x), Prfφ0 (x′) ),

Prf
φ
xx′ := Prf

φ
1 (x, x′) : Prf(φ(x))→ Prf(φ(x′))

for (x, x′) ∈ D(X) satis�es the properties D7.1 & D7.2.
We de�ne:

Prf (∀x∈Xφ(x)) :=
∏
x∈X

Prf
φ
0 (x) :=

∏
x∈X

Prf(φ(x)),

Prf (∃x∈Xφ(x)) :=
∑
x∈X

Prf
φ
0 (x) :=

∑
x∈X

Prf(φ(x))

Note that the de�nition of ∃ is a generalisation of ∨, while the de�nition of ∀ is a
generalisation of ∧.
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Remark (Treatment of negation). In [6] Petrakis mentions that the treatment of a
negated formula ¬Q as the implication Q ⇒⊥ is problematic in BST. That is because
it has to be Prf(⊥) := ∅, if we accept the BHK-interpretation as presented in the
introduction. The use of the empty set in BISH is problematic though, thus the status
of F(Prf(Q), ∅) is problematic, too. Anyway Bishop managed to avoid most of negation,
so we will avoid its treatment in this thesis.

The constructions below generalise the de�nitions we made in de�nition 14 on proof
families indexed by the set which the formula is de�ned on. They make use of the families
we de�ned in section 2.2.4.

De�nition 15 (set dependent BHK-interpretation - Part II). LetX,Y be sets, φ(x), ϕ(x)

be formulas on X and the X-families Prfφ := (Prfφ0 , Prf
φ
1 ), Prfϕ := (Prfϕ0 , Prf

ϕ
1 ) be

given. To the formulas

(φ ∧ ϕ)(x) :⇔ φ(x) ∧ ϕ(x),

(φ ∨ ϕ)(x) :⇔ φ(x) ∨ ϕ(x),

(φ⇒ ϕ)(x) :⇔ φ(x)⇒ ϕ(x)

we associate the following X-families:

Prfφ∧ϕ := Prfφ × Prfϕ,

Prfφ∨ϕ := Prfφ + Prfϕ,

Prfφ⇒ϕ := F(Prfφ, Prfϕ)

Let the X × Y -family Prfθ of a formula θ(x, y) on X × Y be given, i.e.

Prfθ0 : X × Y  V0, Prfθ0(x, y) := Prf(θ(x, y))

for every (x, y) ∈ X × Y , and

Prfθ1 :
k

((x,y),(x′,y′))∈D(X×Y )

F(Prfθ0(x, y), Prfθ0(x′, y′),

Prfθ(x,y)(x′,y′) := Prfθ1((x, y), (x′, y′)) : Prf(θ(x, y))→ Prf(θ(x′, y′))

for ((x, y), (x′, y′)) ∈ D(X) satis�es the properties D7.1 & D7.2.
We de�ne for x ∈ X

(∀yθ)(x) :⇔ ∀y∈Y θ(x, y),

(∃yθ)(x) :⇔ ∃y∈Y θ(x, y)

and associate the following X-families in a canonical way to these formulas

Prf∀yθ :=
1∏
Prfθ,

Prf∃yθ :=

1∑
Prfθ.
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For the sake of clarity we will write down the last two families more detailed. We have:

Prf∀yθ :=

(
1∏
Prfθ0,

1∏
Prfθ1

)
,(

1∏
Prfθ0

)
(x) :=

∏
y∈Y

Prfθ0(x, y) :=
∏
y∈Y

Prf(θ(x, y)),

(
1∏
Prfθ1

)
xx′

:
∏
y∈Y

Prf(θ(x, y))→
∏
y∈Y

Prf(θ(x′, y))

and

Prf∃yθ :=

(
1∑

Prfθ0,
1∑

Prfθ1

)
,(

1∑
Prfθ0

)
(x) :=

∑
y∈Y

Prfθ0(x, y) :=
∑
y∈Y

Prf(θ(x, y)),

(
1∑

Prfθ1

)
xx′

:
∑
y∈Y

Prf(θ(x, y))→
∑
y∈Y

Prf(θ(x′, y))

for x ∈ X and (x, x′) ∈ D(X).

Remark. For any formula φ we call and element p ∈ Prf(φ) of its proof set a witness
of φ. We write p : φ.

This de�nitions make precise that in BST whenever we use the existential quanti�er
in a property P (x) on a set X, we demand a witness that this existence holds. This
means we have to construct an appropriate object. Therefore we can avoid the use of
the Axiom of Choice in our proofs, as we already de�ned how to choose such an element
in the construction of the proof element of a statement.
For example the following statement:
Let (xn)n ∈ F(N+,R). Then:

(xn) is convergent if and only if it is a Cauchy sequence

expressed as a formula we have:

Conv(xn)⇔ Cauchy(xn)

The set dependent BHK-interpretation tells us how a proof element p := (p1, p2) of this
formula looks like. Speci�cally:

p ∈ F(Prf(Conv(xn)), Prf(Cauchy(xn)))× F(Prf(Cauchy(xn)), Prf(Conv(xn)))
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where p1 and p2 are assigned in the canonical way.
Next we notice that

Conv(xn) :⇔ ∃x∈R( xn
n−→ x )

and thus by the BHK-interpretation, proo�ng this statement means to construct an
element of

Prf(Conv(xn)) :=
∑
x∈R

Prf(xn
n−→ x).

All in all, to construct the element p2 we have to de�ne a speci�c function that assigns
to every member of Prf(Cauchy(xn)) a speci�c element of Prf(Conv(xn))
:=
∑

x∈R Prf(xn
n−→ x). So to construct p2 we have to give a construction of such an ele-

ment x ∈ R, for every element of Prf(Cauchy(xn)). Therefore we don't need the axiom
of choice in this case, because we specify the choice function we use.
As Petrakis mentioned in [5]: "The use of some choice is an indication of missing
witnessing-data".
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4 A proof-relevant approach: general schemes

In the de�nition of our BHK-interpretation, we have to de�ne the proof sets of our
underlying formulas (atomic formulas). In this section we de�ne such proof sets, for
some special kind of formulas. In order to assign the set of all proofs to every x ∈ X, for
a given set X, we use a X-family.
Additionally we point out some simpli�cations for the construction of members of proof
sets. The main part is carried out in [6] and [5].

Proposition 16 (General Scheme 1 (GS1)). Let X,Y be sets and Q(x, p) be an exten-
sional property on X × Y , i.e. for x, x′ ∈ X and p, p′ ∈ Y

[x =X x′ & p =Y p′ & Q(x, p)]⇒ Q(x′, p′).

In addition let the property P (x) de�ned by

P (x) :⇔ ∃p∈Y (Q(x, p)).

Then P (x) is extensional and we can de�ne the X-family

PrfMembP := (PrfMembP0 , PrfMemb
P
1 )

by

PrfMembP0 : X  V0 PrfMembP0 (x) := {p ∈ Y |Q(x, p)}

for every x ∈ X, and for p ∈ PrfMembP0 (x) and (x, x′) ∈ D(X)

PrfMembP1 :
k

(x,x′)∈D(X)

F( PrfMembP0 (x), PrfMembP0 (x′) )

PrfMembPxx′ := PrfMembP1 (x, x′) : PrfMembP0 (x)→ PrfMembP0 (x′),

PrfMembPxx′(p) := p.

For every x ∈ X, PrfMembP0 (x) is by de�nition the extensional subset of Y generated by
Q(x, .). An element p of PrfMembP0 (x) is called a witness or modulus for P (x) and we
will write p : x ∈ XP :⇔ Q(x, p); p : x ∈ XP can be read as: "p witnessing that x ∈ XP ".

Proof. First we proof that P (x) is an extensional property. If x =X x′ & p =Y p′ such
that Q(x, p) holds, we get Q(x′, p′) by the extensionality of Q and hence P (x′).
Next we proof that PrfMembP := (PrfMembP0 , PrfMemb

P
1 ) is a X-family. To do so, we

show that PrfMembP0 and PrfMembP1 are well-de�ned and the properties D7.1 and D7.2
are satis�ed. For every x ∈ X, PrfMembP0 (x) is an extensional subset of Y . So PrfMembP0
is well-de�ned.
If (x, x′) ∈ D(X) and p ∈ PrfMembP0 (x), then by the extensionality of Q we get Q(x′, p)
and thus Q(x′, PrfMembPxx′(p)). So p := PrfMembPxx′(p) ∈ PrfMembP0 (x′) and PrfMembPxx′
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is well-de�ned. PrfMembPxx′ is also a function, since for every p
′ ∈ PrfMembP0 (x) such that

p =Y p′, clearly
PrfMembPxx′(p) := p =Y p′ := PrfMembPxx′(p

′)

holds. As (x, x′) ∈ D(X) was chosen freely, PrfMembP1 is well-de�ned.
The properties D7.1 and D7.2 remain to show.
D7.1 & D7.2: For (x, x′), (x′, x′′) ∈ D(X) we have:

PrfMembPxx(p) := p := id
PrfMemb

P
0 (x)(p)

PrfMembPx′x′′ ◦ PrfMembPxx′(p) := p := PrfMembPxx′′(p)

for all p ∈ PrfMembP0 (x). Hence the properties are satis�ed.

Example 5. Let X,Y be sets and R(x1, x2) a relation on X such that

R(x1, x2) :⇔ ∃p∈Y ( Q(x1, x2, p) )

where Q(x1, x2, p) is an extensional property on X ×X × Y .
Then R(x1, x2) is extensional and GS1 de�nes the X ×X-family

PrfMembR := (PrfMembR0 , PrfMemb
R
1 ).

There is a trivial generalisation, which we will use later in the examples. For simpli�-
cation we present it in the following.

Proposition 17 (General Scheme 2 (GS2)). Let X,Y, Z be sets and Q(x, p, z) be an
extensional property on X × Y × Z, i.e. for x, x′ ∈ X, p, p′ ∈ Y and z, z′ ∈ Z

[x =X x′ & p =Y p′ & z =Z z
′ & Q(x, p, z)]⇒ Q(x′, p′, z′).

In addition let the property P (x) de�ned by

P (x) :⇔ ∃p∈Y ∃z∈Z(Q(x, p, z)).

Then P (x) is extensional and we can de�ne the X-family

PrfMembP := (PrfMembP0 , PrfMemb
P
1 )

by

PrfMembP0 : X  V0 PrfMembP0 (x) := {(p, z) ∈ Y × Z|Q(x, p, z)}

for every x ∈ X, and for (p, z) ∈ PrfMembP0 (x) and (x, x′) ∈ D(X)

PrfMembP1 :
k

(x,x′)∈D(X)

F( PrfMembP0 (x), PrfMembP0 (x′) )

PrfMembPxx′ := PrfMembP1 (x, x′) : PrfMembP0 (x)→ PrfMembP0 (x′),

PrfMembPxx′(p, z) := (p, z).

For every x ∈ X, PrfMembP0 (x) is by de�nition the extensional subset of Y ×Z generated
by Q(x, ., .). An element (p, z) of PrfMembP0 (x) is called a witness or modulus for P (x)
and we will write (p, z) : x ∈ XP :⇔ Q(x, p, z); (p, z) : x ∈ XP can be read as: "(p, z)
witnessing that x ∈ XP ".
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Proof. Since GS2 is the special case of GS1, where we substitute the set Y in GS1 by
the set Y × Z, the validity of GS2 is immediate.

Remark. Of course this scheme can be generalised on a property P (x) on X of the form

P (x) :⇔ ∃p1∈X1 . . . ∃pn∈Xn( Q(x, p1, ..., pn) )

for an extensional property Q(x, p1, ..., pn) on X ×X1 × · · · ×Xn.

De�nition 18. So we can de�ne proof sets for properties given by an existential formula
independently from the exact BHK-interpretation we de�ned in the previous section. We
will use this idea, to de�ne the proof sets of atomic formulas i.e.

Prf(x ∈ XP ) := PrfMembP0 (x),

Prf(R(x1, x2) := PrfMembR0 (x1, x2)

where P is a property on a set X given by an existential formula like in proposition 16,
and R is a relation on a set X given by an existential formula like in example 5.
Therefore the fundamental relation of our framework is not membership, butmembership-
with-evidence.

The following proposition points out how to de�ne an assignment routine from one
(extensional sub-)set to an other extensional subset. This may be very obvious, but it
underlines the idea behind GS1 and GS2.

Proposition 19 (General Scheme 3 (GS3)). Let X,X ′, Y, Y ′ be sets and the properties
P (x), P ′(x′), de�ned by

P (x) :⇔ ∃p∈Y ( Q(x, p) )

P ′(x′) :⇔ ∃p′∈Y ′( Q′(x′, p′) )

where Q(x, p) is extensional property on X × Y and Q′(x′, p′) is extensional property on
X ′ × Y ′.
To de�ne an assignment routine fPP ′ : XP  X ′P ′ it is su�cient to de�ne:

1. an assignment routine
f : XP  X ′

2. a dependent assignment routine

Φf :
k

x∈X

k

p∈PrfMembP0 (x)

PrfMembP
′

0 (f(x))

Then fPP ′ : XP  X ′P ′ , fPP ′(x) := f(x) ∈ X ′P ′ is well-de�ned. If f is a function, fPP ′

is a function as well.
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Note that for P (x) :⇔ ∃p∈N(p =N 1) we have XP := X. This holds because

MXP (x) :⇔MX(x) & P (x)
P(x) is tautology

:⇔ MX(x)

Then in 2. the d.a.r. reduces to Φf :
c
x∈X PrfMembP

′
0 (f(x)), since PrfMembP0 (x) doesn't

depend on x. In this case fPP ′ : X  XP ′

Of course every assignment routine (function) on X, can be easily restricted to an
assignment routine (function) on XP ′ . Therefore in 1. it is also possible to de�ne
f : X  X ′. With the implicitly given embedding iXP : XP ↪→ X, we get f ◦ iXP :
XP  X ′, f ◦ iXP (x) := f(x), what satis�es our needs.

Proof. Let x ∈ XP be arbitrary and p ∈ PrfMembP0 (x) its witness. Since f is a an
assignment routine, f(x) ∈ X ′ and Φf (x)(p) ∈ PrfMembP

′
0 (f(x)) is a witness for P ′(f(x)).

Consequently f(x) ∈ XP ′ and fPP ′ is well-de�ned.
If f is a function fPP ′ clearly is a function.

Corollary. Let X,Y be sets and P (x) de�ned as in GS1, then:

ω ∈
∏
x∈X

PrfMembP0 (x) :⇔

{
ω :

c
x∈X PrfMembP0 (x)

& ∀(x,x′)∈D(X)( ωx =
PrfMemb

P
0 (x) ωx′ )

Proof. Let X,Y be sets and the property P (x), de�ned by

P (x) :⇔ ∃p∈Y ( Q(x, p) )

where Q(x, p) is extensional property on X × Y .
Then:

ω ∈
∏
x∈X

PrfMembP0 (x) :⇔

{
ω ∈ A(X, PrfMembP0 )

& ∀(x,x′∈D(X)( ωx =
PrfMemb

P
0 (x) PrfMemb

P
x′x(ωx′) )

:⇔

{
ω :

c
x∈X PrfMembP0 (x)

& ∀(x,x′∈D(X)( ωx =
PrfMemb

P
0 (x) ωx′ )

Proposition 20 (General Scheme 4 (GS4)). Let X,X ′, Y, Y ′ be sets and the properties
P (x), P ′(x′), de�ned by

P (x) :⇔ ∃p∈Y ( Q(x, p) )

P ′(x′) :⇔ ∃p′∈Y ′( Q′(x′, p′) )

where Q(x, p) is extensional property on X × Y and Q′(x′, p′) is extensional property on
X ′ × Y ′.
If

ω :
k

x∈X
F(PrfMembP0 (x), PrfMembP

′
0 (x)),

ω(x)(p) := T (p)
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for every x ∈ X and every p ∈ PrfMembP0 (x) and T ∈ F(Y, Y ′) is well-de�ned, then ω is in
the Π-set of PrfMembP⇒P

′
:= (PrfMembP⇒P

′
0 , PrfMembP⇒P

′
1 ) := F(PrfMembP , PrfMembP

′
).

Proof. By proposition 10, we have

PrfMembP⇒P
′

0 : X  V0, PrfMembP⇒P
′

0 (x) := F(PrfMembP0 (x), PrfMembP
′

0 (x))

and

PrfMembP⇒P
′

1 :
k

(x,x′)∈D(X)

F(PrfMembP⇒P
′

0 (x), PrfMembP⇒P
′

0 (x′)),

PrfMembP⇒P
′

xx′ := PrfMembP⇒P
′

1 (x, x′) : PrfMembP⇒P
′

0 (x)→ PrfMembP⇒P
′

0 (x′),

PrfMembP⇒P
′

xx′ (p) := PrfMembP
′

xx′ ◦ p ◦ PrfMembPx′x
(∗)
:= p

To show (*), let (x, x′) ∈ D(X), p ∈ PrfMembP⇒P
′

0 (x). Then we have:

∀z∈PrfMembP0 (x′)( PrfMemb
P⇒P ′
xx′ (p)(z) := PrfMembP

′
xx′ ◦ p ◦ PrfMembPx′x(z)

:= PrfMembP
′

xx′ ◦ p(PrfMembPx′x(z))

:= PrfMembP
′

xx′(p(z)) := p(z) )

and (*) holds.
Next we will prove that ω is in the Π-set of PrfMembP⇒P

′
.

By assumption ω is already a d.a.r.. Therefore, we only have to show:

∀(x,x′)∈D(X)( ωx = PrfMembP⇒P
′

x′x (ωx′) := ωx′ ) (**)

Thus for every (x, x′) ∈ D(X) we have to prove the equality of the two functions ωx and
ωx′ .
Let (x, x′) ∈ D(X) and p ∈ PrfMembP0 (x) be arbitrary. We have:

ωx(p) := T (p) := ωx′(p)

Since p was freely chosen, ωx := ωx′ . Hence (**) is satis�ed and

ω ∈
∏
x∈X

F(PrfMembP0 (x), PrfMembP
′

0 (x))

.
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5 A proof-relevant approach: examples

In this chapter we give some examples for the general schemes and also try to provide an
idea how our proof-relevant approach to BCA looks like. The numbers at de�nitions and
propositions refer to the ones in BB85. Remarks and notations are additional and manly
for simplicity. We use paragraphs of the form P. . .� in de�nitions, for simple proofs.
Being familiar with BB85 is only needed if one wants to see how the presentation of
proofs di�ers from Bishop's. Otherwise this chapter is for illustration only.

De�nition 2.1. (The real numbers) A real number is a sequence of rationals x :=
(xn)n∈N+ which is associated to a function p ∈ F(N+,N+) such that p witnessing x to be
in R. So the membership condition for R is given by:

x ∈ R :⇔ x ∈ F(N+,Q) & ∃p∈F(N+,N+)(p : x ∈ R)

p : x ∈ R :⇔ ∀k∈N+∀m,n≥p(k)(|xm − xn| ≤
1

k
) (2.1.1)

P p : x ∈ R is extensional: Let x, x′ ∈ F(N+,Q) and p, p′ ∈ F(N+,N+) such that
p : x ∈ R & p = p′ & x = x′. Because the equality on the set of functions from one
set to another is pointwise, we have:

∀k∈N+∀m,n≥p(k)=N+p′(k)(
1

k
≥ |xm − xn| =Q |x′m − x′n|

Thus p′ : x′ ∈ R. �

We de�ne X := F(N+,Q), Y := F(N+,N+) and Q(x, p) :⇔ (p : x ∈ R), then from GS1
we get the corresponding F(N+,Q)-family of proofs:

PrfMembR := (PrfMembR0 , PrfMemb
R
1 ),

PrfMembR0 (x) := {p ∈ F(N+,N+) | p : x ∈ R}

for every x ∈ F(N+,Q).
Note that we use the equality of the set F(N+,Q).
If we construct x ∈ R we have to de�ne an appropriate p ∈ F(N+,N+). Therefore every
constructed x ∈ R can be seen as a pair (x, p) s.t. p : x ∈ R. We will refer to this p for
any given x ∈ R by px.

Additionally we de�ne a new equality on R. Otherwise R would inherit the equality
of its superset F(N+,Q), which doesn't satisfy our needs. For two reals x, y ∈ R the
equality is de�ned by:

x =R y :⇔ ∃ω∈F(N+,N+)(ω : x =R y)

ω : x =R y :⇔ ω ≥ idN+ & ∀j∈N+∀n≥ω(j)(|xn − yn| ≤
1

j
)
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By the same argument as above, ω : x =R y is an extensional property and therefore we
get the R× R-family (here R refers to (R,=F(N+,Q))):

PrfMemb=R := (PrfMemb=R
0 , PrfMemb=R

1 ),

PrfMemb
=R
0 (x, y) := Prf(x =R y) := PrfEqR(x, y) := {ω ∈ F(N+,N+) | ω : x =R y}

for every (x, y) ∈ R× R.

Proposition 2.2. The equality of real numbers is an equivalence relation
Proof. For the re�exivity id : N+ → N+, id(k) := k satis�es our needs, for symmetry of
x =R y the assigned witness is clearly also the witness of y =R x. To prove the tran-
sitivity, let x, y, z ∈ R such that x =R y and y =R z and ωxy, ωyz in PrfEqR(x, y) and
PrfEqR(y, z) respectively. With ωxz : N+ → N+, ωxz(n) := max{ωxy(2n), ωyz(2n)} we
have

∀j∈N+∀n≥ωxz(j)(|xn − zn| ≤ |xn − yn|+ |yn − zn| ≤
1

2j
+

1

2j
=

1

j
)

and obviously ωxz ≥ idN+ . Therefore x =R z and our new equality is transitive. Thus
the equality is an equivalence relation.

Remark. From now on we denote by R the set (R,=R) and by RF the set (R,=F(N+,Q)).

De�nition 2.4. Let x := (xn)n, y := (yn)n ∈ R and α ∈ Q. We de�ne:
(i) x+ y := (xn + yn)n∈N+

(ii) α∗ := (α, α, α, ...)n∈N+

(iii) − x := (−xn)n∈N+

(iv) max{x, y} := (max{xn, yn})n∈N+

(v) |x| := max{−x, x}

Proposition 2.5. The sequences we de�ned in De�nition 2.4 are real numbers.
Proof. To proof the proposed, we have to �nd a witnessing function for each sequence.
Let χ, ϕ ∈ F(N+,N+) s.t. χ : x ∈ R and ϕ : y ∈ R
(i). We de�ne ω : N+ → N+, ω(k) := max{χ(2k), ϕ(2k)}. Then ω : x + y ∈ R, since we
have:

∀k∈N+∀m,n≥ω(k)( |(x+ y)m − (x+ y)n| = |xm + ym − xn − yn|

≤ |xm − xn|+ |ym − yn| ≤
1

2k
+

1

2k
=

1

k
)

(ii). We de�ne ω : N+ → N+, ω(k) := k, which trivially satis�es (2.1.1).
(iii). We de�ne ω : N+ → N+, ω(k) := χ(k). Thus we have

∀k∈N+∀n,m≥ω(k)(|(−x)n − (−x)m| = |xm − xn|
ω(k)=χ(k)

≤
& χ:x∈R

1

k
)
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and therefore ω : −x ∈ R
(iv). We de�ne ω : N+ → N+, ω(k) := max{χ(2k), ϕ(2k)}. Then
ω : max{x, y} ∈ R, since we have:

∀k∈N+∀m,n≥ω(k)( |max{x, y}n − max{x, y}m|

≤ |xn − xm|+ |yn − ym| ≤
1

2k
+

1

2k
≤ 1

k
)

(v). Follows immediately from (iii) and (iv).

The de�ned assignment routines in (i)-(v) all respect equality, we omit the simple con-
structions of the witnessing functions to the reader, and therefore are functions by GS3.

Notation. For a totality X we write X2 for X ×X. For z ∈ R2
F we write:

z1 := pr1(z) & z2 := pr2(z)

Analogue for R.

De�nition 2.10. Let x ∈ R. We de�ne:

x ∈ R≥ :⇔∃ω∈F(N+,N+)( ω : x ∈ R≥ ),

ω : x ∈ R≥ :⇔∀k∈N+∀m≥ω(k)( xpx(m) ≥ −
1

k
)

& ω ≥ idN+

P ω : x ∈ R≥ is extensional: Let (x, y) ∈ D(R) and ωxy : x =R y. Further let
(ω, ω′) ∈ D(F(N+,N+)). We de�ne:

θ : N+ → N+ θ(t) := max{px(ω(t)), py(t), idN+(t), ωxy(t)}

for every t ∈ N+. If ω : x ∈ R≥ we have, for any t, k ∈ N+ and m ∈ N+, s.t.
m ≥ ω(k)

ypy(m) ≥ xθ(t) − |ypy(m) − xθ(t)|
≥ xθ(t) − (|ypy(m) − yθ(t)|+ |yθ(t) − xθ(t)|)
≥ xθ(t) − |ypy(m) − yθ(t)| − |yθ(t) − xθ(t)|

≥ −1

t
− 1

min{m, t}
− 1

t

Since t ∈ N+ is arbitrary, we have

ypy(m) ≥ −
1

m

≥ − 1

ω(k)

≥ −1

k
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Hence ω′ : y ∈ R≥, since the equality on F(N+,N+) is pointwise. �

For x, y ∈ R, we de�ne:

x ≤R y :⇔ y − x ∈ R≥

Let X := R2, Y := F(N+,N+) and Q((x, y), ω) :⇔ (ω : x ≤R y). GS1 de�nes the
R2-family

PrfMemb≤R := (PrfMemb≤R
0 , PrfMemb≤R

1 ),

PrfMemb
≤R
0 (x, y) := {ω ∈ F(N+,N+) | ω : x ≤R y}

De�nition 3.1. (Convergent sequences) Let x0 ∈ R and (xn)n∈N+ ∈ F(N+,R). We
de�ne:

Convx0((xn)n∈N+) :⇔ ∃C∈F(N+,N+)(C : xn
n−→ x0)

C : xn
n−→ x0 :⇔ ∀k∈N+∀m,n≥C(k)(|xn − x0| ≤

1

k
)

P C : xn
n−→ x0 is extensional: Let ((xn), (yn)) ∈ D(F(N+,R)) and (C,C ′) ∈

D(F (N+,N+)). If C : xn
n−→ x0, we have:

∀k∈N+∀m,n≥C(k)=N+C′(k)(|yn − x0| =R |xn − x0| ≤
1

k
)

Thus we have: C ′ : yn
n−→ x0. �

Let X := F(N+,R), Y := F(N+,N+) and Qx0((xn), C) :⇔ C : xn
n−→ x0. By GS1 we get

the F(N+,R)-family

PrfMembConvx0 := (PrfMemb
Convx0
0 , PrfMemb

Convx0
1 ),

PrfMemb
Convx0
0 ((xn)) := {C ∈ F(N+,N+) | C : xn

n−→ x0}.

Further we de�ne for a given sequence (xn)n ∈ F(N+,R):

Conv((xn)n) :⇔ ∃x∈R∃px∈PrfMembR0 (x)( Convx((xn)n) )

Consequently the associated proof set is given by the formal BHK-interpretation:

Prf(Conv(xn)) :=
∑
x∈R

∑
px∈PrfMembR0 (x)

PrfMemb
Convx
0 (xn)

From now on we write ≤ for ≤R. De�nition 2.4(ii) gives rise to an embedding Q ↪→ R
and therefore every element of Q can be identi�ed with an element in R.

De�nition 3.2. (Cauchy sequences) Let (xn)n∈N+ ∈ F(N+,R). We de�ne:

Cauchy((xn)n∈N+) :⇔ ∃C∈F(N+,N+)(C : Cauchy((xn)n∈N+))

C : Cauchy((xn)n∈N+) :⇔ ∀k∈N+∀m,n≥C(k)(|xn − xm| ≤
1

k
)
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P C : Cauchy((xn)n∈N+) is extensional: Let ((xn), (yn)) ∈ D(F(N+,R)) and (C,C ′) ∈
D(F (N+,N+)). If C : Cauchy((xn)n∈N+), we have:

∀k∈N+∀m,n≥C(k)=N+C′(k)(|yn − ym| =R |xn − xm| ≤
1

k
)

Thus we have: C ′ : Cauchy((yn)n∈N+). �

Let X := F(N+,R), Y := F(N+,N+) and Q((xn), C) :⇔ C : Cauchy((xn)n∈N+). By GS1
we get the F(N+,R)-family

PrfMembCauchy := (PrfMembCauchy
0 , PrfMembCauchy

1 ),

PrfMemb
Cauchy
0 ((xn)) := {C ∈ F(N+,N+) | C : Cauchy((xn)n∈N+)}.

Theorem 3.3. A sequence (xn)n ∈ F(N+,R) converges if and only if it is a Cauchy
sequence.
Proof. Let (xn)n ∈ F(N+,R). For every n ∈ N+, pn : xn ∈ R are the associated witnesses
to the xn. To proof the statement we have to construct an element

ζ1 ∈ F(Prf(Conv(xn)), PrfMembCauchy
0 (xn)) (part I)

and an element

ζ2 ∈ F(PrfMembCauchy
0 (xn), Prf(Conv(xn))) (part II)

Part I: We de�ne the function

ζ1 : Prf(Conv(xn))→ PrfMemb
Cauchy
0 (xn),

ζ1(x, px, C) : N+ → N+,

ζ1(x, px, C)(k) := px(2k)

for every k ∈ N+ and (x, px, C) ∈
∑

x∈R
∑

px∈PrfMembR0 (x) PrfMemb
Convx
0 (xn). Since px is a

function, ζ1(x, px, C) is a function, too. ζ1 is well de�ned, because we have:

∀k∈N+∀m,n≥ζ1(x,px,C)(k)=N+px(2k)( |xn − xm|
= |xn − x+ x− xm| ≤ |xn − x|+ |xm − x|

≤ 1

2k
+

1

2k
=

1

k
)

and hence ζ1(x, px, C) ∈ PrfMemb
Cauchy
0 (xn). Therefore ζ1 is a function, because for every

(
(x, px, C), (y, py, C

′)
)
∈ D

∑
x∈R

∑
px∈PrfMembR0 (x)

PrfMemb
Convx
0 (xn)


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we have

∀k∈N+( ζ1(x, px, C)(k) := px(2k) = py(2k) := ζ1(y, py, C
′)(k) )

Thus ζ1(x, px, C) =
PrfMemb

Cauchy
0 (xn)

ζ1(y, py, C
′).

Part II: We de�ne the function

ζ2 : PrfMembCauchy
0 (xn)→ Prf(Conv(xn)),

ζ2(q) := (y, id, C)

where y ∈ R, id ∈ PrfMembR0 (x) and C ∈ PrfMemb
Convx
0 (xn) are de�ned as follows.

Let q ∈ PrfMemb
Cauchy
0 (xn), we de�ne

µ : N+ → N+, µ(k) := q(3k)

and

y : N+ → Q, yk := [xµ(k)︸ ︷︷ ︸
∈R

]pµ(k)(3k)

︸ ︷︷ ︸
pµ(k)(3k)-th rational approximation of xµ(k)

Then with

id : N+ → N+, id(k) := k

,we have

∀k∈N+∀m,n≥id(k):=k( |ym − yn| = |(xµ(m))pµ(m)(3m) − (xµ(n))pµ(n)(3n)|

= |(xµ(m))pµ(m)(3m) − (xµ(n))pµ(n)(3n)

+ xµ(m) − xµ(m) − xµ(n) + xµ(n)|
≤ |(xµ(m))pµ(m)(3m) − xµ(m)|+ |xµ(n)

− (xµ(n))pµ(n)(3n)|+ |xµ(m) − xµ(n)|

≤ 1

3k
+

1

3k
+

1

3k
=

1

k
)

and therefore id : y ∈ R.
Now we will construct the modulus of convergence C. We begin by de�ning

C : N+ → N+, C(k) := max{q(3k), 3k}

Thus we get

∀k∈N+∀n≥C(k)( |xn − y| = |xn − yn + yn − y|
≤ |xn − xµ(n) + xµ(n) − (xµ(n))pµ(n)(3n)|+ |yn − y|

≤ |xn − xµ(n)|+ |xµ(n) − (xµ(n))pµ(n)(3n)|+ |yn − y|

≤ 1

3k
+

1

3k
+

1

3k
=

1

k
)
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and C : xn
n−→ y.

So the a.r. ζ2 is well de�ned. Clearly it also is a function, since the equality on
PrfMemb

Cauchy
0 (xn) is pointwise.

All in all ζ1 and ζ2 ful�l our needs and (ζ1, ζ2) is our witness of the statement. .

De�nition 4.1. Let a, b ∈ R. We de�ne the the finite closed interval [a, b] as an
extensional subset of R. Therefore we de�ne the property P (x) on R.

P (x) :⇔ a ≤ x & x ≤ b

This property is extensional, because the property ” ≤ ” is extensional on R. Now we
can de�ne:

[a, b] := RP
x ∈ [a, b] :⇔ ∃α,β∈F(N+,N+)(α : a ≤ x & β : x ≤ b)

GS2 implies the corresponding R-family of witnesses:

PrfMemb[a,b] := (PrfMemb
[a,b]
0 , PrfMemb

[a,b]
1 ),

PrfMemb
[a,b]
0 (x) := {(α, β) ∈ F(N+,N+)× F(N+,N+) | α : a ≤ x & β : x ≤ b}.

We say the interval [a, b] is nonvoid, if we can construct a real number x ∈ [a, b]. The
�nite closed interval [a, b] is compact if it is nonvoid.

De�nition 4.5. (Continuous functions) Let a, b ∈ R and f ∈ F([a, b],R). We de�ne:

Cont(f) :⇔ ∃δ∈F(N+,R+)(δ : Cont(f))

δ : Cont(f) :⇔ ∀k∈N+∀x,y∈[a,b]( |x− y| ≤ δ(k)⇒ |f(x)− f(y)| ≤ 1

k
)

P δ : Cont(f) is extensional: Let (f, f ′) ∈ D(F([a, b],R)) and (δ, δ′) ∈ D(F(N+,R+))
such that δ : Cont(f). Then:

∀k∈N+∀x,y∈[a,b]( |x− y| ≤ δ(k) =N+ δ′(k)⇒ |f ′(x)− f ′(y)| =R |f(x)− f(y)| ≤ 1

k
)

∀k∈N+∀x,y∈[a,b]( |x− y| ≤ δ′(k) =N+ δ(k)⇒ |f ′(x)− f ′(y)| =R |f(x)− f(y)| ≤ 1

k
)

holds. Thus δ′ : Cont(f ′). �

Let a, b ∈ R, X := F([a, b],R), Y := F(N+,R+) and Q(f, δ) := δ : Cont(f). Then GS1
de�nes the F([a, b],R)-family:

PrfMembCont := (PrfMembCont
0 , PrfMembCont

1 ),

PrfMembCont
0 (f) := {δ ∈ F(N+,R+) | δ : Cont(f)}.
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We denote by C([a, b],R) the totality with equality of continuous functions on [a, b]. From
above it immediately follows that this totality is an extensional subset of F([a, b, ],R).

De�nition 6.1. For the formulation of the integral below, we need some abbrevia-
tions.
Let n,m ∈ N and a = a1 ≤ a2 ≤ ... ≤ an = b ∈ R, then the sequence P := (a1, ..., an) is
called a partition of [a, b].
A partition Q := (b1, ..., bm) of [a, b] is a refinement of P , if the following holds:

∀i∈{1,...,n}∃j∈{1,...,n}( bj = ai )

In addition to the above variables, let f be a continuous function on [a, b]. We de�ne

S(f, P ) :=

n−1∑
i=1

f(ai)(ai+1 − ai),

and

S(f, a, b, n) :=
b− a
n

n−1∑
i=0

f(a+ i
b− a
n

)

Thus if we de�ne the partition P := (a, a+ 1 b−an , ..., a+ n b−an ), we have

S(f, a, b, n) := S(f, P ).

Theorem 6.3. (The integral) Let a, b ∈ R such that the interval [a, b] is compact. Then

∀f∈C([a,b],R)∀δf∈PrfMembCont
0 (f)∃s∈R( Convs((S(f, a, b, n))n∈N+) ) (6.1)

holds.
We call this limit of (S(f, a, b, n))n the integral of f from a to b and write∫ b

a
f(x)dx.

Consequently we de�ne the integral on a given compact interval [a, b] as the dependent
function: ∫ b

a
:

∏
f∈C([a,b],R)

∏
δf∈PrfMembCont

0 (f)

∑
s∈R

PrfMemb
Convs
0 (S(f, a, b, n))

Proof. The witness of our statement (6.1) is an element of∏
f∈C([a,b],R)

∏
δf∈PrfMembCont

0 (f)

∑
s∈R

∑
p∈PrfMembR0 (s)

PrfMemb
Convs
0 ((S(f, a, b, n))n) (6.2)
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Theorem 3.3.part II gives us an element ζ2 of

F

PrfMemb
Cauchy
0 ((S(f, a, b, n))n),

∑
s∈R

∑
p∈PrfMembR0 (s)

PrfMemb
Convs
0 ((S(f, a, b, n))n

 .

So it su�ces to construct an element σ of∏
f∈C([a,b],R)

∏
δf∈PrfMembCont

0 (f)

PrfMemb
Cauchy
0 ((S(f, a, b, n))n)

because then the dependent function ζ2 ◦ σ is an element of (6.2).
We de�ne

σ :
∏

f∈C([a,b],R)

∏
δf∈PrfMembCont

0 (f)

PrfMemb
Cauchy
0 ((S(f, a, b, n))n),

σ(f, δf ) : N+ → N+,

σf,δf (k) := σ(f, δf )(k) := d b− a
δf (k · 2db− ae)

e

for every k ∈ N+, where d.e denotes the ceiling function.
Next we prove that σ is well de�ned. Let a, b ∈ R and [a, b] a compact interval. Ad-
ditionally assume f to be a continuous function on [a, b] and δf ∈ PrfMembCont

0 (f) an
arbitrary modulus of continuity of f .
Let t,m, n ∈ N+ such that b−a

m , b−an ≤ δf (t). We de�ne the partitions:

C := (c0, ..., cn) ∀i∈{0,...,n}( ci := a+ i
b− a
n

)

D := (d0, ..., dm) ∀i∈{0,...,m}( di := a+ i
b− a
m

)

and the common re�nement of C andD, obtained by ordering the numbers c0, ..., cn, d0, ..., dm
in an increasing sequence.

E := (e0, ..., ek) ∀i∈{0,...,k−1}( ei ≤ ei+1 )

Since we can order the sequences ( in)ni=1 and ( i
m)mi=1 on Q in an increasing sequence, this

is also possible for the sequences C and D.
We write

∑C
i to denote the summation over all indices j ∈ {0, ..., k} such that ci ≤ ej <

ci+1.
Then

|S(f, C)− S(f,E)| =

∣∣∣∣∣∣
n−1∑
i=0

f(ci)(ci+1 − ci)−
k−1∑
j=0

f(ej)(ej+1 − ej)

∣∣∣∣∣∣
=

∣∣∣∣∣
n−1∑
i=0

C∑
i

(f(ci)− f(ej))(ej+1 − ej)

∣∣∣∣∣
ci−ej≤δ(t)
≤

∣∣∣∣∣
n−1∑
i=0

C∑
i

t−1 (ej+1 − ej)

∣∣∣∣∣ = t−1 (b− a)
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Analogue we have

|S(f,D)− S(f,E)| ≤ t−1 (b− a)

thus by triangle inequality

|S(f, C)− S(f,D)| ≤ |S(f, C)− S(f,E)|+ |S(f,D)− S(f,E)| ≤ 2(b− a) t−1

Hence if we choose t := k · 2db− ae, we get

|S(f, a, b, n)− S(f, a, b,m)| = |S(f, C)− S(f,D)| ≤ 2(b− a) t−1 ≤ 1

k
(6.3)

In particular we have:

∀k∈N+∀m≥σf,δf (k) :
1

m
≤
(
σf,δf (k)

)−1 ≤
δf (k · 2db− ae)

b− a

⇒ b− a
m
≤ δf (k · 2db− ae)

Therefore with (6.3) we get:

σf,δf : Cauchy((S(f, a, b, n))n)

Also σ(f) is a dependent function because we have:

σf,δf (k) := d b− a
δf (k · 2db− ae)

e

= d b− a
δf ′(k · 2db− ae)

e := σf,δ′f

for every k ∈ N+, f ∈ C([a, b],R) and (δf , δ
′
f ) ∈ D(PrfMembCont

0 (f)).
Finally we conclude that σ is a dependent function, since for (f, f ′) ∈ D(C([a, b],R))

∀δf∈PrfMembCont
0 (f)( δf := PrfMembCont

ff ′ (δf ) ∈ PrfMembCont
0 (f ′) )

∀δf ′∈PrfMembCont
0 (f ′)( δf ′ := PrfMembCont

f ′f (δf ′) ∈ PrfMembCont
0 (f) )

and

∀δf∈PrfMembCont
0 (f)( σ(f)(δf ) := σf,δf

σf,δf only
=

depends on δf
σf ′,δf := σ(f ′)(δf ) )

∀δf ′∈PrfMembCont
0 (f ′)( σ(f)(δf ′) := σf,δf ′

σf,δf only
=

depends on δf
σf ′,δf ′ := σ(f ′)(δf ′) )

holds. So σ(f) = σ(f ′) and σ is a dependent function.
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6 Conclusion

The exact BHK-interpretation we presented in this thesis, reveals the algorithmic struc-
ture of several constructive proofs. Namely the proof of all statements, which funda-
mental property can be expressed as an extensional existential formula. This holds for
fundamental properties like continuity of a function, that are witnessed by a modulus of
some sort. But it is also possible to give proof-relevant de�nitions for several concepts
of BISH, as we did for the set of reals R or the relation ≤R. Since every extensional
property P on a set X is equivalent to the membership to the set XP , our proof-relevant
approach extends the exact BHK-interpretation. Thus it provides an interpretation of
prime formulas that express membership with evidence. Moreover, through the "intro-
duction" of proof-relevance we can avoid the use of choice in the corresponding proofs.
So all in all this more precise treatment of BCM, helps us to better understand how
proofs of subformulas of a given formula φ build the set of proofs, thus a witness of φ.
We note that the relevant information of a proof of a formula, the witness, is a precisely
described mathematical object. Hence the exact BHK-interpretation helps us to better
understand the computational content of proofs in CM and therefore provides a better
understanding of what constructive mathematics is.
However further research about the treatment of negation has to be done.

The semi formal framework (BST) we used for our interpretation also closes ranks be-
tween BISH, MLTT and HoTT. It enables the translation of several concepts and results
from MLTT and HoTT into BISH, as carried out in [6].
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