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Chapter 1

Introduction

In classical mechanics, a particle can be described by a pair of position-momentum

(x, p) ∈ Rd × Rd.

In quantum mechanics, we cannot determine both position and momentum at the same time

(by uncertainty principle). Therefore, a quantum particle has to be described by a normalized

function ψ ∈ L2(Rd) with

|ψ(x)|2 = probability density of position, |ψ̂(k)|2 = probability density of momentum.

The semiclassical approximation suggests to relate quantum quantities by classical ones,

using the idea that

a quantum state ≈ a unit volum in the phase space Rd × Rd.

For example, for the sum of negative eigenvalues of a Schrödinger operator with a real-valued

potential V : Rd → R we can expect

Tr[−∆ + V (x)]− ≈
∫
Rd

∫
Rd

[|2πk|2 + V (x)]−dkdx = −Lcl
1,d

∫
Rd
|V (x)−|1+d/2dx

where a− = min(a, 0) and

Lcl
1,d =

∫
Rd
|(|2πk|2 − 1)−|dk =

2

d+ 2
· |B1|

(2π)d
.

4



1.1. WEYL’S LAW AND SEMICLASSICAL ESTIMATES 5

1.1 Weyl’s law and semiclassical estimates

A cornerstone of the semiclassical analysis for Schrödinger operators is Weyl’s law: for all

d ≥ 1, if V− ∈ L1+d/2(Rd), then

Tr[−∆ + λV (x)]− = −Lcl
1,d

∫
Rd
|λV (x)−|1+d/2dx+ o(λ1+d/2)λ→∞.

By introducing ~ := λ−1/2, Weyl’s law is equivalent to

Tr[−~2∆ + V (x)]− = −~−dLcl
1,d

∫
Rd
|V (x)−|1+d/2dx+ o(~−d)~→0.

This is consistent to Bohr’s correspondence principle that the behavior of a system described

by quantum mechanics reproduces classical mechanics in the limit ~→ 0.

In our applications, it is important to have quantitative estimates for finite parameters. In

1975, Lieb and Thirring proved that for all d ≥ 1, if V− ∈ L1+d/2(Rd), then

Tr[−∆ + V (x)]− ≥ −L1,d

∫
Rd
|V (x)−|1+d/2dx.

Here L1,d is independent of V .

Note that if we just look at the first eigenvalue, then using Sobolev’s inequality it is not hard

to prove that

λ1(−∆ + V (x)) ≥ −LSo
1,d

∫
Rd
|V (x)−|1+d/2dx.

The Lieb-Thirring inequality is deeper! It is related to Pauli’s exclusion principle, while

Sobolev’s inequality is a version of the uncertainty principle.

Obviously, the optimal constant in the Lieb-Thirring inequality satisfies L1,d ≥ max(Lcl
1,d, L

So
1,d).

Lieb and Thirring conjectured that

L1,d = max(Lcl
1,d, L

So
1,d) =

Lcl
1,d if d ≥ 3,

LSo
1,d if d = 1, 2.

This is an important open problem in spectral theory and mathematical physics.

More generally, the semiclassical approximation also applies to the sum of moments of

eigenvalues of Schrödinger operators. In particular, the number of negative eigenvalues of
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−∆ + V (x) can be approximated by∫
Rd

∫
Rd
1(|2πk|2 + V (x) < 0)dkdx = Lcl

0,d

∫
Rd
|V (x)−|d/2dx, Lcl

0,d =
|B1|

(2π)d

Weyl’s law also extends to this case, namely the approximation holds to the leading order

with V 7→ λV , λ → +∞. For finite parameters, the Cwikel-Lieb-Rozenblum (CLR)

inequality states that if d ≥ 3, then the number of negative eigenvalues of −∆ + V (x) is

bounded by

L0,d

∫
Rd
|V (x)−|d/2dx.

This bound fails in 1 and 2 dimensions. Moreover, in general L0,d > Lcl
0,d for all dimensions.

1.2 Laplacian on bounded domains

Note that in the above discussion, we do not put conditions on V+. In particular, we may

consider the hard sphere potential of a bounded domain Ω ⊂ Rd:

V (x) =

0 if x ∈ Ω,

+∞ if x /∈ Ω

The corresponding Dirichlet Laplacian −∆ has eigenvalues 0 < λ1 < λ2 ≤ ... with

limn→∞ λn = +∞. These eigenvalues can be computed using the min-max principle and

the quadratic form domain H1
0 (Ω). They also satisfy the equations

−∆un = λnun, un|∂Ω = 0.

Obviously, the number of eigenvalues below λ of the Dirichlet Laplacian is the same to the

number of negative eigenvalues of −∆− λ. Therefore, Weyl’s law tells us

N(λ) = Lcl
0,dλ

d/2|Ω|+ o(λd/2)λ→∞, Lcl
0,d =

|B1|
(2π)d

,

which is equivalent to

λn =
(2π)2

(|B1||Ω|)2/d
n2/d + o(n2/d)n→∞.

The asymptotic formula in this form was first proved by Hermann Weyl in 1911, solving a

conjecture of Sommerfeld-Lorentz in 1910. There are also many works for the next order
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correction (involving |∂Ω|), including notable papers of Victor Ivrii in 1980.

The eigenvalue problem for the Laplacian on bounded domains was strongly motivated by

music, going back to Rayleigh in 1877 with “The Theory of Sound”. This has become

more popular since Kac’s 1966 paper “Can one hear the shape of a drum?”. This

is an interesting inverse problem: assuming that we know all eigenvalues of the Dirichlet

Laplacian on Ω, can be determine the shape of Ω? Clearly, we can “hear” at least the

volume of Ω (or even |∂Ω|). But can we hear more, e.g. can we determine Ω uniquely (up to

translations and rotations)?

An important open problem is Pólya’s conjecture for the sharp eigenvalue bound

λn ≥
(2π)2

(|B1||Ω|)2/d
n2/d, ∀n ≥ 1.

It is straightforward to see that this bound holds when Ω is a cube. Pólya proved this bound

for tiling domains; however, the problem is still open even when Ω is a ball!

The best known result in this direction is the Berezin-Li-Yau inequality

N∑
n=1

λn ≥ Kcl|Ω|−2/dN1+2/d, Kcl =
d

d+ 2
· (2π)2

|B1|2/d
.

This is a consequence of Pólya’s conjecture, and also a particular confirmation of the Lieb-

Thirring conjecture for the hard sphere potential (up to a constant shift). It turns out

that the Berezin-Li-Yau inequality can be used to prove a Lieb-Thirring inequality with the

semiclassical constant plus some error which is small in applications.

1.3 Applications to many-body fermionic systems

From first principles of quantum mechanics, a system of N identical fermions in Rd is

described by a (normalized) wave function in L2(RdN) satisfying the anti-symmetry

Ψ(x1, ..., xi, ..., xj, ..., xN) = −Ψ(x1, ..., xj, ..., xi, ..., xN), ∀i 6= j, ∀xi ∈ Rd.

A typical many-body Schrödinger operator has the form

HN =
N∑
i=1

(−∆xi + V (xi)) +
∑

1≤i<j≤N

W (xi − xj)
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acting on the anti-symmetric space L2
a(RdN). The ground state energy is

EN = inf
‖Ψ‖L2=1

〈Ψ, HNΨ〉.

If a ground state exists, it satisfies the Schrödinger equation

HNΨ = ENΨ.

When N becomes large, this beautiful linear theory is very difficult to compute (even numeri-

cally) because there are so many variables. In practice, people often rely on effective theories,

which are nonlinear but dependent on less variables. A popular method in computational

physics and chemistry is density functional theory, where the complicated wave function

Ψ : RdN → C is replaced by its one-body density ρΨ : Rd → [0,∞)

ρΨ(x) = N

∫
Rd(N−1)

|Ψ(x, x2, ..., xN)|2dx2...dxN ,

∫
Rd
ρΨ = N.

The oldest density functional theory is Thomas-Fermi theory (1927), where the ground state

energy is computed by

ETF
N = inf∫

ρ=N

{
Kcl

∫
Rd
ρ1+2/d +

∫
Rd
V ρ+

1

2

∫∫
Rd×Rd

ρ(x)ρ(y)W (x− y)dxdy

}
.

In particular, the Thomas-Fermi approximation for the kinetic energy

〈
Ψ,

N∑
i=1

(−∆xi)Ψ
〉
≈ Kcl

∫
Rd
ρ

1+2/d
Ψ

can be interpreted as a dual version of Weyl’s law for the eigenvalue sum of (one-body)

Schrödinger operators. A key concept here is Pauli’s exclusion principle which states

that we cannot put two fermions in a common quantum state. Mathematically, if we define

the one-body density matrix γ
(1)
Ψ as a trace class operator on L2(Rd) with kernel

γ
(1)
Ψ (x, y) = N

∫
Rd(N−1)

Ψ(x, x2, ..., xN)Ψ(y, x2, ..., xN)dx2...dxN , Tr γ
(1)
Ψ = N,

then Pauli’s exclusion principle states that

0 ≤ γ
(1)
Ψ ≤ 1.
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Consequently, for any one-body potential R : Rd → R we have

〈
Ψ,

N∑
i=1

(−∆xi)Ψ
〉

+

∫
Rd
RρΨ =

〈
Ψ,

N∑
i=1

(−∆xi +R(xi))Ψ
〉

= Tr((−∆ +R)γ)

≥
N∑
i=1

λi(−∆ +R(x)) ≥ Tr[−∆ +R(x)]− ≈ −Lcl
1,d

∫
Rd
|R−|1+d/2.

By optimizing over R, we obtain an appropriate justification for the Thomas-Fermi approx-

imation for the kinetic energy. More generally, under suitable conditions on the interaction

potential W , we will show that

lim
N→∞

ETF
N

EN
= 1.

Normally, the Thomas-Fermi theory tells us the leading order behavior of weakly interacting

Fermi gas. A better approximation is the Hartree-Fock theory, in which we restrict the

wave functions to Slater determinants

(u1 ∧ u2 ∧ ... ∧ uN)(x1, ..., xN) =
1√
N !

det
[
(ui(xj))1≤i,j≤N

]
where {ui}Ni=1 are orthonormal vectors in L2(Rd). The corresponding Hartree-Fock energy is

EHF
N = inf

{
〈Ψ, HNΨ〉 : Ψ a Slater determinant

}
.

Obviously EN ≤ EHF
N by the variational principle, but the lower bound of EN − EHF

N is

nontrivial. We will discuss rigorous estimates allowing to justify the Hartree-Fock energy for

a class of Fermi gas.

At the end of the course, we will turn to the correlation energy EN − EHF
N . This difficult

question is an important topic of recent research. We will discuss the random phase

approximation, first invented by Bohm and Pines in 1952 for Coulomb systems. In the

case of weak, short range interactions, their argument can be justified rigorously. In this

case, there are some collective pairs of fermions where each pair behaves as a boson, and

the correlation energy is computed using Bogoliubov’s theory for weakly interacting Bose

gases.



Chapter 2

Basic spectral properties of

Schrödinger operators

2.1 Hilbert spaces

Definition (Hilbert Spaces). A space H is a Hilbert space if

• H is a complex vector space, equipped with an inner product 〈·, ·〉 which is linear

in the second argument and anti-linear in the first

〈x, λy〉 = λ〈x, y〉, 〈λx, y〉 = λ〈x, y〉;

• (H , ‖ · ‖) is a Banach (complete normed) space with norm ‖x‖ =
√
〈x, x〉.

Theorem (Riesz’s representation theorem). For any Hilbert space H , there exists an

anti-linear unitary operator J : H →H ∗ such that

J(x)(y) = 〈x, y〉, ∀x, y ∈H .

In particular, ‖J(x)‖H ∗ = ‖x‖H .

Recall that the dual space H ∗ contains all linear bounded operators from H → C. Some-

times, it is convenient to use the bra-ket notation where

|x〉 ∈H , 〈x| = J(x) ∈H ∗.

10
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Then 〈x|y〉 = 〈x, y〉 (the usual inner product) and |y〉〈x| is a rank-one operator.

Definition (Weak convergence). Let {xn}∞n=1 ⊂ H and x ∈ H . We write xn ⇀ x,

namely xn converges to x weakly in H , if

〈xn, y〉 → 〈x, y〉, ∀y ∈H .

Remark: In general, if H is a normed space, people usually say that xn ⇀ x weakly in H if

F (xn)→ F (x), ∀F ∈H ∗.

When H is a Hilbert space, the latter definition is equivalent to the former, thanks to Riesz’s

representation theorem. In this case, the weak convergence xn ⇀ x in H is also equivalent

to the weak-* convergence J(xn) ⇀∗ J(x) in H ∗.

The concept of weak convergence is very helpful to gain the compactness.

Theorem. Let H be a Hilbert space and let {xn}∞n=1 ⊂H .

• (Banach–Steinhaus) If {xn} converges weakly in H , then {xn} is bounded.

• (Banach–Alaoglu) If {xn} is bounded, then there exists a subsequence {xnk}∞k=1

which converges weakly in H .

Definition. The Hilbert space H is separable if there exists an orthonormal basis

{un}n≥1 (finite or countable).

We will always work on separable Hilbert spaces.

Theorem. If the Hilbert space H is separable and {un}n≥1 is an orthonormal basis,

then we have Parsevel’s identity

x =
∑
n≥1

〈un, x〉un, ∀x ∈H .
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Consequently,

‖x‖2 =
∑
n≥1

|〈un, x〉|2, ∀x ∈H .

In particular, we have Bessel’s inequality: for any orthonormal family {un},

‖x‖2 ≥
∑
n

|〈un, x〉|2, ∀x ∈H .

Exercise. Let {un}∞n=1 be an orthonormal family in a Hilbert space H . Prove that

un ⇀ 0 weakly in H .

2.2 Self-adjoint operators and Spectral theorem

Definition (Unbounded operators). An operator A on H is a linear map A : D(A)→
H with a dense, subspace D(A) ⊂ H (domain of A). The adjoint operator A∗ :

D(A∗)→H is defined by

D(A∗) =
{
x ∈H | ∃A∗x ∈H : 〈x,Ay〉 = 〈A∗x, y〉, ∀y ∈ D(A)

}
.

The operator A is self-adjoint if A = A∗.

Definition (Spectrum). Let A : D(A)→H be an operator on a Hilbert space H . Its

spectrum is

σ(A) = C\{λ ∈ C : (A− λ)−1 is a bounded operator}.

We can decompose

σ(A) = σdis(A) ∪ σess(A), σdis(A) ∩ σess(A) = ∅,

where the discrete spectrum σdis(A) is the set of isolated eigenvalues with finite mul-

tiplicities and the essential spectrum σess(A) is the complement.

Note that the spectrum and the essential spectrum are always closed sets.
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Exercise. Let Ω ⊂ Rd be a Borel set, µ a locally finite Borel measure on Ω, and

a ∈ L∞loc(Ω, µ) a real-valued function. Consider the multiplication operator Ma on

L2(Ω, µ) defined by

(Maf)(x) = a(x)f(x), D(Ma) = {f ∈ L2(Ω, µ), af ∈ L2(Ω, µ)}.

Prove that

(i) Ma is a self-adjoint operator and σ(Ma) = ess-range(a) ⊂ R, namely

λ ∈ σ(Ma) iff µ(a−1(λ− ε, λ+ ε)) > 0, ∀ε > 0.

(ii) λ is an eigenvalue of Ma iff µ(a−1(λ)) > 0.

(iii) λ ∈ σdis(Ma) iff λ is an isolated point of σ(Ma) and 0 < µ(a−1(λ)) <∞.

A cornerstone of spectral theory is the Spectral theorem which says that any self-adjoint

operator is unitarily equivalent to a multiplication operator.

Theorem (Spectral theorem). Assume that A is a self-adjoint operator on a Hilbert

space H . Then there exists a Borel set Ω ⊂ Rd for some d ≥ 1, a locally finite Borel

measure µ on Ω, a real-valued function a ∈ L∞loc(Ω, µ) and a unitary transformation

U : H → L2(Ω, µ) such that

UAU∗ = Ma.

Here Ma is the multiplication operator on L2(Ω, µ), defined by

(Maf)(x) = a(x)f(x), D(Ma) = {f ∈ L2(Ω, µ), af ∈ L2(Ω, µ)}.

We can choose Ω = σ(A)× N, a(λ, n) = λ and µ being a locally finite measure. In this

case, λ is an eigenvalue of A if and only if there exists n ∈ N such that µ({(λ, n)}) > 0;

moreover, the number of such n’s is equal to the multiplicity of λ.

Remark: As a consequence of the spectral theorem, if A is self-adjoint, then σ(A) ⊂ R.

Given a self-adjoint operator A on a Hilbert space H and a smooth function f : R→ R, we
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can define the self-adjoint operator f(A) on H by

Uf(A)U∗ = f(UAU∗) = f(Ma)

where U : H → L2(Ω) is a unitary transformation making UAU∗ = Ma. This is called the

functional calculus. Moreover, the spectral theorem can be used to prove several abstract

results for self-adjoint operators.

Exercise. Let A : D(A)→ H be a self-adjoint operator on a Hilbert space H . Prove

that A is a bounded operator if and only if D(A) = H .

Exercise. Let A : D(A)→ H be a self-adjoint operator on a Hilbert space H . Prove

that the following statements are equivalent:

(i) A ≥ 0, namely 〈u,Au〉 ≥ 0 for all u ∈ D(A);

(i) σ(A) ⊂ [0,∞).

Exercise (Weyl’s Criterion). For any self-adjoint operator A on a Hilbert space H ,

prove that the following statements hold true:

(i) λ ∈ σ(A) iff there exists a Weyl sequence {un} ⊂ D(A) such that

‖un‖ = 1, ‖(A− λ)un‖ → 0 as n→∞.

(ii) λ ∈ σess(A) iff there exists a Weyl sequence {un} ⊂ D(A) such that

{un} an orthonormal family, ‖(A− λ)un‖ → 0 as n→∞.

Definition. Let A be a bounded operator on a Hilbert space H . We say that A is a

compact operator if A maps any bounded set to a pre-compact set.

Exercise. Let A be a bounded operator on a Hilbert space H . Prove that A is a compact
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operator iff A maps weak convergence to strong convergence, namely

(xn ⇀ x weakly in H ) =⇒ (Axn → Ax strongly in H ).

Theorem (Spectral theorem for compact operators). Let A be a self-adjoint compact

operator on a separable Hilbert space H . Then A has an orthonormal eigenbasis {un} ⊂
H with eigenvalues {λn} ⊂ R and λn → 0. In short, we have the spectral decomposition

A =
∑
n≥1

λn|un〉〈un|.

Exercise. Let {un}∞n=1 be an orthonormal family in a Hilbert space H . Let {λn}∞n=1 ⊂
R be a bounded sequence. Consider the operator

A :=
∑
n≥1

λn|un〉〈un|.

(i) Prove that A is a bounded, self-adjoint operator.

(ii) Prove that A is a compact operator if and only if limn→∞ λn = 0.

In practice, the self-adjointness is not always easy to verify. A weaker concept is

Definition. An operator A on a Hilbert space H is symmetric if

〈x,Ay〉 = 〈Ax, y〉, ∀x, y ∈ D(A).

This is also equivalent to

〈x,Ax〉 ∈ R, x ∈ D(A).

Obviously, if A is self-adjoint, then A is symmetric. But the reverse is not true. Two

useful methods to find self-adjoint extensions for symmetric operators are Kato-Rellich

theorem and Friedrichs’ extension.

Theorem (Kato-Rellich theorem). Let A be a self-adjoint operator on a Hilbert space
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H . Let B be a symmetric operator on H satisfying

‖Bx‖ ≤ (1− ε)‖Ax‖+ Cε‖x‖, ∀x ∈ D(A) ⊂ D(B),

for some constant ε > 0 independent of x (we say that B is A-relatively bounded with

the relative bound 1 − ε). Then A + B is a self-adjoint operator on H with domain

D(A+B) = D(A).

Exercise. Let A be a self-adjoint operator on a Hilbert space. Let B be a symmetric

operator which is A-relatively compact, namely D(A) ⊂ D(B) and B(A + i)−1 is a

compact operator. Then A+B is self-adjoint on D(A) and

σess(A+B) = σess(A).

Hint: You can write B = B(A+ i)−1(A+ i) and use Weyl’s Criterion.

Theorem (Friedrichs’ extension). Assume that A is bounded from below, namely

〈x,Ax〉 ≥ −C‖x‖2, ∀x ∈ D(A)

with a finite constant C independent of x. Then A has a self-adjoint extension AF which

has the same quadratic form domain Q(AF ) = Q(A). Recall that we define Q(A) as

the closure of D(A) under the quadratic form norm ‖x‖Q(A) =
√
〈x, (A+ C + 1)x〉.

Note that in general the domain D(AF ) is often not known explicitly (unlike the extension

given by Kato-Rellich theorem). Nevertheless, all eigenvalues below the essential spectrum

of AF can be computed without knowing the domain D(AF ), thanks to the min-max prin-

ciple. In particular, the Friedrichs extension preserves the ground state energy

inf
x∈D(A),‖x‖=1

〈x,Ax〉 = inf
x∈D(A0),‖x‖=1

〈x,A0x〉.

In fact, the Friedrichs extension is the largest possible extension of an operator (in the sense

Krein’s characterization).
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2.3 Min-max principle

Theorem (Min-Max Principle). Let A be a self-adjoint operator on a Hilbert space H .

Assume that A is bounded from below and define the min-max values

µn(A) = inf
M⊂D(A)
dimM=n

sup
u∈M
‖u‖=1

〈u,Au〉.

Then µn(A) is an increasing sequence and its the limit µ∞(A) := limn→∞ µn(A) ≤ +∞
satisfies

µ∞(A) = inf σess(A).

Moreover, if µn(A) < µ∞(A), then µ1, . . . , µn are the lowest eigenvalues of A.

Remarks:

• Here we use the convention that if σess(A) = ∅, then inf σess(A) = +∞.

• In the above definition, the condition M ⊂ D(A) can be replaced by M ⊂ D for

any subspace D which is dense in the quadratic form domain Q(A). Thus if A is the

Friedrichs’ extension of a (densely defined) operator A0, then the min-max values can

be computed using the domain D(A0).

• The min-max values is monotone increasing in operator, namely if A ≤ B, then

µn(A) ≤ µn(B), ∀n = 1, 2, ...

Proof. Step 1. We prove that µ∞(A) ≤ inf σess(A). We take λ ∈ σess(A) and prove that

µn(A) ≤ λ, ∀n ≥ 1.

By Weyl’s criterion, since λ ∈ σess(A), there exists an orthonormal family {um}∞m=1 ⊂ D(A)

such that ‖(A− λ)um‖ → 0. Consider the space

Mm,n = Span(um+1, ..., um+n), dimMm,n = n.
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By the definition of the min-max values,

µn(A) ≤ sup
u∈Mm,n

‖u‖=1

〈u,Au〉.

On the other hand, since limm→∞ ‖(A− λ)um+k‖ = 0 for all k = 1, 2, ..., n , we have

lim
m→∞

sup
u∈Mm,n

‖u‖=1

〈u,Au〉 = λ.

Therefore, µn(A) ≤ λ. This holds for all n ≥ 1, implying that µ∞(A) ≤ inf σess(A).

Step 2. We prove that if µ1(A) < µ∞(A), then µ1(A) is the lowest eigenvalue. Using

µ∞(A) ≤ inf σess(A) from Step 1, we find that µ1(A) /∈ σess(A). On the other hand,

µ1(A) = inf
‖u‖=1

〈u,Au〉 = inf σ(A) ∈ σ(A).

Thus µ1(A) ∈ σdis(A), namely it is an eigenvalue with finite multiplicity. Clearly it is the

lowest eigenvalue.

Step 3. We prove that if µ2(A) < µ∞(A), then µ2(A) is the second lowest eigenvalue. By

Step 2, we know that µ1(A) is an eigenvalue with an eigenvector u1. Then A leaves invariant

the space H1 = {u1}⊥ and we can define A1 = A|H1 as as an operator on H1. Note that

thanks to the decomposition

A = µ1(A)|u1〉〈u1| ⊕ A1

we find that σ(A) = {µ1(A)} ∪ σ(A1) and

µ1(A1) = µ2(A)

(why?). Consequently, µ2(A) ∈ σ(A1) ⊂ σ(A). Thus the condition µ2(A) < µ∞(A) and

the inequality µ∞(A) ≤ inf σess(A) from Step 1 imply that µ2(A) ∈ σdis(A), namely it is an

eigenvalue of A. Moreover, µ2(A) = µ1(A1) the lowest eigenvalue of A1, and hence µ2(A) is

the second lowest eigenvalue of A.

Step 4. By the same argument, we can prove that if µn(A) < µ∞(A), then µn(A) is the n-th

lowest eigenvalue of A. Moreover, if µn(A) < µn+1(A) = µ∞(A), then µ∞(A) ∈ σ(A). Thus

in all cases, all min-max values µn(A) belong to σ(A). Therefore, µ∞(A) = limn→∞ µn(A)
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belongs to σess(A). Combining with the information µ∞(A) ≤ inf σess(A) in Step 1, we find

that µ∞(A) = inf σess(A).

Exercise. Let A be a self-adjoint operator on a Hilbert space. Assume that A is bounded

from below and its min-max values satisfies

lim
n→∞

µn(A) = +∞.

(i) Prove that A has eigenvalues {µn(A)}∞n=1 and an orthonormal eigenbasis.

(ii) Prove that (A+ C)−1 is a compact operator for any constant C > −µ1(A).

In this case we say that A has compact resolvent. As a consequence, the eigenfunc-

tions of A form an orthonormal basis.

Exercise. Let A be a self-adjoint operator on a Hilbert space H . Assume that A is

bounded from below and let µn(A) be its min-max values. Prove that for all N ∈ N,

N∑
n=1

µn(A) = inf
{ N∑
n=1

〈un, Aun〉 : {un}∞n=1 an orthonormal family in H
}
.

2.4 Sobolev inequalities

Next, we turn to the fact that the Schrödinger operators are defined on the real space RdN .

Therefore, we recall some standard results from real analysis.

Definition (Sobolev Spaces). For any dimension d ∈ N and s > 0 (not necessarily an

integer), define

Hs(Rd) :=
{
f ∈ L2(Rd)

∣∣ |k|sf̂(k) ∈ L2(Rd)
}

with f̂ the Fourier transform of f . This is a Hilbert space with the inner product

〈f, g〉Hs =

∫
Rd

f̂(k)ĝ(k)(1 + |2πk|2s)dk

Remarks:
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• We use the following convention of the Fourier transform

f̂(k) =

∫
Rd
e−2πik·xf(x)dx.

In this “engineering convention” we have the inverse formula

f(x) =

∫
Rd
e2πik·xf̂(k)dk

and the the Plancherel theorem

‖f‖L2(Rd) = ‖f̂‖L2(Rd).

• On the Sobolev space Hs(Rd), the weak derivative is defined via the Fourier transform

D̂αf(k) = (2πik)αf̂(k) ∈ L2(Rd)

for any multiple index α = (α1, ..., αd) with |α| = α1 + ...+ αd ≤ s.

• In the course we will mostly think of s as an integer for simplicity. The non-integer case

(the so-called fractional Sobolev spaces) is useful for studying relativistic quantum

mechanics.

Theorem (Sobolev Inequalities/Continuous embedding). Let d ≥ 1 and s > 0. Then

‖f‖Lp(Rd) ≤ C‖f‖Hs(Rd), ∀f ∈ Hs(Rd)

where 
2 6 p 6 2d

d−2s
, if s < d/2,

2 6 p <∞, if s = d/2

2 6 p 6∞, if s > d/2.

We say that Hs(Rd) ⊂ Lp(Rd) with continuous embedding. When s > d/2 we also have

the continuous embedding Hs(Rd) ⊂ C (Rd) (the space of continuous functions with

sup-norm).

Remarks:
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• In the case s < d/2, the power p∗ := 2d/(d − 2s) is called the Sobolev critical

exponent. In fact, this is the only power works for the following standard Sobolev

inequality

‖f‖Lp∗ (Rd) ≤ C‖(−∆)s/2f‖L2(Rd)

(on the right side we do not put the full norm of Hs, but only the seminorm of Ḣs).

• In principle, for any given power s > 0, the Sobolev inequality becomes weaker in

higher dimensions. For example,

H1(R) ⊂ L2(R) ∩ C (R), H1(R2) ⊂
⋂

2≤p<∞

Lp(R2), H1(R3) ⊂
⋂

2≤p≤6

Lp(R2).

Similarly,

H2(R3) ⊂ L2(R3) ∩ C (R3) but H2(R4) 6⊂ C (R4).

Proof. Let us prove the standard Sobolev inequality in the case s < d/2:

‖f‖Lp∗ (Rd) ≤ C‖(−∆)s/2f‖L2(Rd).

We use Rumin’s method, which will be useful later. By Plancherel and Fubini theorems we

can write

K := ‖(−∆)s/2f‖2
L2(Rd) =

∫
R3

dk|2πk|2s|û(k)|2

=

∫
R3

dk

∫ ∞
0

dE 1(|2πk|2s > E)|û(k)|2

=

∫ ∞
0

dE

∫
R3

dk 1(|2πk|2s > E)|û(k)|2

=

∫ ∞
0

dE

∫
R3

dx |uE+(x)|2 =

∫
R3

dx

∫ ∞
0

dE|uE+(x)|2

where the function uE+ is defined via the Fourier transform

ûE+(k) = 1(|2πk|2s > E)û(k).

When d > 2s, we have the uniform bound

|u(x)− uE+(x)| =
∣∣∣ ∫

Rd
dkei2πk·xû(k)1(|2πk|2s ≤ E)

∣∣∣
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≤
(∫

Rd
|2πk|2s|û(k)|2

)1/2(∫
Rd
dk1(|2πk|2s ≤ E)|2πk|−2s

)1/2

= C0K
1
2E

d−2s
4s

with a constant C0 depending only on d and s. By the triangle inequality,

|uE+(x)| ≥
∣∣∣|u(x)|−|u(x)−uE+(x)|

∣∣∣ ≥ [|u(x)|−|u(x)−uE+(x)|
]

+
≥
[
|u(x)|−C0K

1
2E

d−2s
4s

]
+
.

Of course this bound is nontrivial only when

E ≤
( |u(x)|
C0K

1
2

) 4s
d−2s

.

Integrating over E ∈ (0,∞) we get∫ ∞
0

dE|uE+(x)|2 ≥
∫ ∞

0

dE
[
|u(x)| − C0K

1
2E

d
2s
−1
]2

+

= C1|u(x)|2
( |u(x)|
K

1
2

) 4s
d−2s

= C1|u(x)|
2d
d−2sK−

2s
d−2s .

In conclusion,

K ≥ C1K
− 2s
d−2s

∫
Rd
|u(x)|

2d
d−2s

which is equivalent to

K
d

d−2s ≥ C1

∫
Rd
|u(x)|

2d
d−2s .

Inserting the definition K = ‖(−∆)s/2f‖2
L2(Rd)

we arrive at the desired inequality.

Theorem (Sobolev compact embedding). Let d ≥ 1 and s > 0. Then for any bounded

set Ω ⊂ Rd, the operator 1Ω : Hs(Rd)→ Lp(Rd) is a compact operator, where2 6 p < 2d
d−2s

, if s ≤ d/2,

2 6 p 6∞, if s > d/2.

When s > d/2, we also have the compact embedding 1Ω : Hs(Rd)→ C (Rd).

Remark: The Sobolev compact embedding means that if un ⇀ u weakly in Hs(Rd) with
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s > 0, then for any bounded set Ω ⊂ Rd,

1Ωun → 1Ωu strongly in Lp(Rd).

They key point is the strong convergence in L2; and the convergence in Lp follows by a

standard interpolation (for which we have to avoid the end-point). This kind of result can

be interpreted as the operator 1Ω(1−∆)−s/2 is compact on L2(R2).

We have the following more general result.

Theorem. Let f, g ∈ L∞(Rd) and f(x) → 0 and g(x) → 0 as |x| → ∞. Then

f(x)g(−i∇) is a compact operator on L2(Rd).

Here f(x) is the usual multiplication operator and g(−i∇) is defined by the spectral theorem,

or equivalently via the Fourier transform:

̂(g(−i∇)u)(k) = g(2πk)û(k).

This theorem can be interpreted in the same spirit of the uncertainty principle: localizing

both position and momentum gives us a compact operator. Further estimates for the operator

f(x)g(−i∇) will be discussed in the next chapter.

Proof. We prove that if un ⇀ 0 weakly in L2(Rd), then

vn(x) = f(x)(g(−i∇)un)(x)→ 0 strongly in L2(Rd).

Step 1. Let us consider the case when f and g are compactly supported. We write

(g(−i∇)un)(x) =

∫
Rd
ei2πk·xg(2πk)ûn(k)dk.

Since un ⇀ 0 weakly in L2(Rd), ûn ⇀ 0 weakly in L2(Rd). Since g is bounded and compactly

supported, ei2πk·xg(2πk) ∈ L2(Rd, dk). Thus

(g(−i∇)un)(x)→ 0, for a.e. x ∈ Rd.

Moreover, by Hölder inequality we also know that g(−i∇)un is bounded in L∞(Rd). Since f

is bounded and compactly supported, we find that

vn(x) = f(x)(g(−i∇)un)(x)→ 0, for a.e. x ∈ Rd
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and

‖vn‖L∞(Rd) ≤ C, supp(vn) ⊂ supp f.

Thus vn → 0 strongly in L2(Rd) by Lebesgue Dominated Convergence Theorem.

Step 2. Now we consider the case when g is compactly supported and f(x)→ 0 as |x| → ∞.

Then for any ε > 0, we split

f = fε + f̃ε

with fε being compactly supported and ‖f̃ε‖L∞ ≤ ε. By the triangle inequality

‖f(x)g(−i∇)un‖L2 ≤ ‖fε(x)g(−i∇)un‖L2 + ‖f̃εg(−i∇)un‖L2

≤ ‖fε(x)g(−i∇)un‖L2 + ‖f̃ε‖L∞‖g‖L∞‖un‖L2

≤ ‖fε(x)g(−i∇)un‖L2 + Cε

for a constant C independent of ε and n. Here we used the fact that un is bounded in L2

since it converges weakly in L2. By Step 1,

lim
n→∞

‖fε(x)g(−i∇)un‖L2 = 0.

Thus

lim sup
n→∞

‖f(x)g(−i∇)un‖L2 ≤ lim sup
n→∞

‖fε(x)g(−i∇)un‖L2 + Cε = Cε

Since this holds for any ε > 0, we conclude that ‖f(x)g(−i∇)un‖L2 → 0.

Step 3. Now we consider the case when f(x), g(x)→ 0 as |x| → ∞. Then for any ε > 0, we

split

g = gε + g̃ε

with gε being compactly supported and ‖g̃ε‖L∞ ≤ ε. By triangle inequality

‖f(x)g(−i∇)un‖L2 ≤ ‖f(x)gε(−i∇)un‖L2 + ‖f(x)g̃ε(−i∇)un‖L2

≤ ‖f(x)gε(−i∇)un‖L2 + ‖f‖L∞‖g̃ε‖L∞‖un‖L2

≤ ‖f(x)gε(−i∇)un‖L2 + Cε.

Taking n→∞, and then ε→ 0, we find that ‖f(x)g(−i∇)un‖L2 → 0.
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Exercise. Let f ∈ L∞(Rd) such that f(x) → 0 as |x| → ∞. Prove that if un ⇀ 0

weakly in the Sobolev space Hs(Rd) for some constant s > 0, then fun → 0 strongly in

L2(Rd).

Exercise. Let F,G : Rd → R be locally bounded functions satisfying F (x), G(x) → ∞
as |x| → ∞. Prove that the operator F (x) +G(−i∇) on L2(Rd) has compact resolvent.

2.5 Schrödinger operators

Now we are ready to discuss some basic spectral properties of the Schrödinger operator

−∆ + V (x) on L2(Rd). We will always assume that V is a real-valued potential.

First, consider the case when V is bounded or vanishing at infinity.

Theorem. Assume that V ∈ Lp(Rd) + Lq(Rd) with ∞ > p, q > max(2, d/2), then

−∆ + V is a self adjoint operator on L2(Rd) with domain H2(Rd) and

σess(−∆ + V ) = [0,∞).

More generally, the self-adjointness still holds if∞ ≥ p, q ≥ max(2, d/2) when d 6= 4 and

∞ ≥ p, q > 2 when d = 4; and the essential spectrum property still holds if ∞ > p ≥ 2

when d ≤ 3 and ∞ > p > d/2 when d ≥ 4.

Remark: Ls(Rd) ⊂ Ls1(Rd) + Ls2(Rd) if s1 < s < s2.

Proof. Step 1. First we prove the self-adjointness. We use the Kato-Rellich theorem and

show that V is ∆-relatively bounded, more precisely

‖V u‖L2 6 ε‖∆u‖L2 + Cε‖u‖L2 , ∀ε > 0, ∀u ∈ L2(Rd).

We can always write

V = V1 + V2, ‖V1‖Lp ≤ ε, ‖V2‖L∞ ≤ Cε

with p = max(2, d/2) if d 6= 4 and p ∈ (2,∞) arbitrarily if d = 4.
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Case d ≤ 3: Using the Sobolev embedding H2(Rd) ⊂ L∞(Rd) we can bound

‖V1u‖L2 6 ‖V1‖L2‖u‖L∞ 6 Cε‖u‖H2 ≤ Cε(‖∆u‖L2 + ‖u‖L2).

Moreover,

‖V2u‖L2 ≤ ‖V2‖L∞‖u‖L2 ≤ Cε‖u‖L2 .

Therefore, by the triangle inequality

‖V u‖L2 ≤ ‖V1u‖L2 + ‖V2u‖L2 ≤ Cε‖∆u‖L2 + Cε‖u‖L2 , ∀ε > 0, ∀u ∈ L2(Rd).

This is equivalent to the desired estimate (we can change Cε 7→ ε).

Case d > 4: Using the Sobolev embedding H2(Rd) ⊂ L
2d
d−4 (Rd) and Hölder’s inequality we

can bound

‖V1u‖2
L2 =

∫
|V1|2|u|2 6

(∫
|V1|2r

) 1
r
(∫
|u|2r′

) 1
r′

≤ C‖V1‖2
L2r‖u‖2

H2

where
1

r
+

1

r′
= 1, 2r′ =

2d

d− 4
.

We find that r′ = d/(d− 4) and r = d/4. Thus

‖V1u‖L2 ≤ C‖V1‖Ld/2‖u‖H2 ≤ Cε(‖∆u‖L2 + ‖u‖L2).

The rest is similar to the case d ≤ 3.

Case d = 4: Using the Sobolev embedding H2(Rd) ⊂ Ls(Rd) for any s ∈ (2,∞), we have

‖V1u‖L2 =

(∫
|V1|2|u|2

) 1
2

6

(∫
|V1|2r

) 1
2r
(∫
|u|2r′

) 1
2r′

≤ C‖V1‖L2r‖u‖H2

with 2r = p and 1/r + 1/r′ = 1. The rest is similar to the case d ≤ 3.

Step 2. Now we turn to the essential spectrum. By Weyl’s criterion, we need to show that V

is ∆-relatively compact, namely V (x)(1−∆)−1 is a compact operator on L2(Rd). If suffices

to consider the case V ∈ Lp(Rd) with ∞ > p ≥ 2 if d ≤ 3 and ∞ > p > d/2 if d ≥ 4.

Take un ⇀ 0 weakly in L2, then we have to prove that V (1 − ∆)−1un → 0 strongly in L2.



2.5. SCHRÖDINGER OPERATORS 27

Note that un ⇀ 0 weakly in L2 implies that (why?)

fn := (1−∆)−1un ⇀ 0 weakly in H2(Rd).

By Sobolev compact embedding, we know that for any bounded set Ω ⊂ Rd, then

1Ωfn → 0 strongly in Ls(Rd)

for any s ≤ ∞ if d ≤ 3 and s < 2d/(d − 4) if d ≥ 4. In particular, given the condition

∞ > p ≥ 2 if d ≤ 3 and ∞ > p > d/2 if d ≥ 4, we can choose s such that

2

p
+

2

s
= 1.

Moreover, we know that fn is bounded in Ls(Rd) due to Sobolev continuous embedding.

Let us split

V = V1 + V2, V1 = V 1{|x|6R}, V2 = V 1{|x|>R}.

Then

‖V1fn‖2 =
( ∫
|x|6R

|V |2|fn|2
)1/2

≤
(∫
|V |p

) 1
p
(∫
|x|≤R

|fn|s
) 1
s → 0 as n→∞

and

‖V2fn‖2 ≤
(∫
|x|>R

|V |p
) 1
p
(∫
|fn|s

) 1
s ≤ C

(∫
|x|>R

|V |p
) 1
p → 0 as R→∞.

Thus V fn → 0 strongly in L2(Rd) when n→∞.

The condition on V can be relaxed slightly if we use Friedrich’s extension.

Exercise. Assume that V+ ∈ L1
loc(Rd) and V− ∈ Lp(Rd) + Lq(Rd) with ∞ ≥ p, q ≥

max(1, d/2) when d 6= 2 and ∞ ≥ p, q > 1 when d = 2. Prove that:

• For all u ∈ H1(Rd) and ε > 0,∫
Rd
|V−||u|2 ≤ ε

∫
Rd
|∇u|2 + Cε

∫
Rd
|u|2.
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• The operator −∆+V with core domain C∞c (Rd) is bounded from below on L2(Rd).

Hence, it can be extended to be a self-adjoint operator by Friedrichs’ method.

• If we assume further that V ∈ Lp(Rd)+Lq(Rd) with ∞ > p, q ≥ max(1, d/2) when

d 6= 2, and ∞ > p, q > 1 when d = 2, then the quadratic form domain of −∆ + V

is H1(Rd) and

σess(−∆ + V ) = [0,∞).

Hint: For the essential spectrum, you can use Weyl’s criterion.

In particular for d = 3, the Friedrich extension covers the case V (x) = −|x|−s with 0 < s < 2,

while the Kato-Rellich theorem requires 0 < s < 3/2. In the critical case s = 2, we have

Hardy’s inequality∫
R3

|∇u(x)|2dx ≥ 1

4

∫
R3

|u(x)|2

|x|2
dx, ∀u ∈ H1(R3).

Next, we show that if the potential V (x) is negative and decays slowly, then −∆ + V has

infinitely many negative eigenvalues. The opposite regime, when −∆ + V has finitely many

eigenvalues, will be studied in the next chapter.

Theorem. Assume that V ∈ Lp(Rd) + Lq(Rd) with ∞ > p, q > max(1, d/2) and

V (x) 6 −|x|−s, 0 < s < 2, for |x| large.

Then −∆+V has infinitely many negative eigenvalues. Here −∆+V is the self-adjoint

operator obtained by Friedrichs’ extension.

Proof. By the min-max principle, it suffices to show that all the min-max values are negative:

µn := inf
dimM=n

max
u∈M
‖u‖L2=1

〈u, (−∆ + V )u〉 < 0.

To choose M , we take normalized functions ui ∈ C∞c (i + 1 > |x| > i), i = 1, 2, ..., n. Then

take R > 0 and define

M := Span(u
(R)
i , i = 1, 2, ..., n), u

(R)
i (x) := R−

d
2ui(x/R).
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Clearly dimM = n since {u(R)
i }ni=1 is an orthonormal family. Indeed, they have disjoint

supports and in their supports

(n+ 1)R ≥ |x| ≥ R.

Using V (x) 6 −|x|−s with 0 < s < 2 for |x| large, we find that for R large,

〈u(R)
i , (−∆ + V )u

(R)
i 〉 =

∫
|∇u(R)

i |2 +

∫
V |u(R)

i |2 ≤
∫
|∇u(R)

i |2 −
∫
|x|−s|u(R)

i (x)|2dx

= R−2

∫
|∇ui|2 −R−s

∫
|x|−s|ui(x)|2dx < 0.

Next, since {u(R)
i }ni=1 have disjoint support, we find that

max
u∈M
‖u‖L2=1

〈u, (−∆ + V )u〉 = max
i=1,...,n

〈u(R)
i , (−∆ + V )u

(R)
i 〉 < 0.

This completes the proof.

Next, we consider the case when the potential V (x) grows to ∞ at infinity.

Theorem. Assume that V ∈ Lploc(Rd) with p ≥ max(1, d/2) when d 6= 2 and p > 1

when d = 1; moreover V (x) → ∞ as |x| → ∞. Then the operator −∆ + V with core

domain C∞c (Rd) is bounded from below and can be extended to be a self-adjoint operator

by Friedrich’s extension. This self-adjoint operator has compact resolvent.

Proof. The condition V ∈ Lploc(Rd) and V (x) → ∞ implies that for the negative part,

V− ∈ Lp(Rd). Therefore,

−∆ + V ≥ 1

2
(−∆) + V+ − C.

Thus −∆ + V is bounded from below and hence it can be extended to be a self-adjoint

operator by Friedrich’s extension.

It remains to prove that −∆+V has compact resolvent. By the min-max principle, it suffices

to show that −∆ + V+ has compact resolvent. We prove by contradiction: assume that a

finite element λ ∈ σess(−∆ + V+). Then by Weyl’s criterion, there exists an orthonormal

family {un}∞n=1 in L2(Rd) such that ‖(−∆ + V+ − λ)un‖L2 → 0. Consequently,∫
|∇un|2 +

∫
V+|un|2 → λ.
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Since un is bounded in H1(Rd) and un ⇀ 0 in L2(Rd), we have un ⇀ 0 in H1(Rd) (why?).

Hence, by Sobolev’s embedding theorem, for any R > 0 we have

lim
n→∞

‖1{|x|≤R}un‖L2 = 0.

Consequently,

lim
n→∞

‖1{|x|>R}un‖L2 = 1.

Therefore,

λ ≥ lim
n→∞

∫
V+|un|2 ≥ lim

n→∞

[
inf
|y|≥R

V (y)
] ∫
|x|≥R

|un(x)|2dx = inf
|y|≥R

V (y).

Then sending R→∞ we obtain λ =∞, which is a contradiction.



Chapter 3

Semiclassical estimates

3.1 Cwikel-Lieb-Rozenblum inequality

By semiclassical approximation, the number of negative eigenvalues of the Schrödinger oper-

ator −∆ + V (x) on L2(Rd) can be related to its phase-space analogue∫
Rd

∫
Rd
1(|2πk|2 + V (x) < 0)dkdx =

|B1|
(2π)d

∫
Rd
|V (x)−|d/2dx.

Recall t− = min(t, 0). The following bound justifies this relation as a universal upper bound.

Theorem (Cwikel-Lieb-Rozenblum (CLR) inequality). If d > 3 and V− ∈ L
d
2 (Rd), then

N (−∆ + V ) 6 Cd

∫
Rd

|V−|
d
2 .

Here N (−∆ + V ) is the number of negative eigenvalues of −∆ + V (x) on L2(Rd). The

constant Cd is finite and independent of V .

Remarks:

• Here the condition V− ∈ L
d
2 (Rd) ensures that −∆ + V is bounded from below, and

hence it can be extended to be a self-adjoint operator on L2(Rd) by Friedrichs’ method.

• It is not surprising that the positive part of V does not appear in the upper bound

because N (−∆ + V ) ≤ N (−∆ + V−) by the min-max principle. In general, we do not

any serious condition on V+, for example V+ ∈ L1
loc(Rd) is sufficient for the operator to

31
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be well-defined in the core domain C∞c (Rd). In relation to the Laplacian on bounded

domains (we will discuss later), it would be also useful to think of a hard sphere

potential where V = +∞ outside Ω ∈ Rd (in this case the underlying Hilbert space

will be L2(Ω)).

The following proof is due to Frank, based on Rumin method. This is an extension of the

previous proof of Sobolev’s inequality to orthogonal functions.

Proof. Assume N (−∆ +V ) > N . Let W be the space spanned by eigenfunctions of negative

eigenvalues of −∆ + V . Since dimW > N and
√
−∆ has a trivial kernel, we get

dim(
√
−∆W ) > N.

Thus we can choose N orthonormal functions in
√
−∆W , says

√
−∆ui. Thus

{ui}Ni=1 ⊂ W, 〈ui,−∆uj〉 = 〈
√
−∆ui,

√
−∆uj〉 = δij.

Therefore,

0 >
N∑
i=1

〈ui, (−∆ + V )ui〉 = N +

∫
V ρ ≥ N −

∫
|V−|ρ, ρ(x) :=

N∑
i=1

|ui(x)|2.

For any E > 0, we introduce the function u
E+

i via the Fourier transform

û
E+

i (k) = 1(|2πk|2 > E)ûi(k).

Then similarly to the proof of Sobolev’s inequality, we can write

N =
N∑
i=1

∫
Rd

|∇ui|2dx =
N∑
i=1

∞∫
0

dE

∫
Rd

dx|uE+
i (x)|2 =

∫
Rd

dx

∞∫
0

dE
N∑
i=1

|uE+
i (x)|2.

By the triangle inequality for the Euclidean norm in Cd, we have√√√√ N∑
i=1

|uE+
i (x)|2 ≥

∣∣∣∣∣∣
√√√√ N∑

i=1

|ui(x)|2 −

√√√√ N∑
i=1

|ui(x)− uE+
i (x)|2

∣∣∣∣∣∣
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and hence
N∑
i=1

|uE+
i (x)|2 ≥

√ρ(x)−

√√√√ N∑
i=1

|ui(x)− uE+
i (x)|2

2

+

.

On the other hand, for d ≥ 3 we have the uniform bound

N∑
i=1

|ui(x)− uE+
i (x)|2 =

N∑
i=1

∣∣∣∣∫
Rd

dkûi(k)1{|2πk|26E}e
2πikx

∣∣∣∣2 =

=
N∑
i=1

∣∣∣∣∫
Rd

dk|2πk|ûi(k)
1{|2πk|26E}

|2πk|
e2πikx

∣∣∣∣2 Bessel

6

6
∫
Rd

1{|2πk|26E}

|2πk|2
dk ≤ CdE

d−2
2 .

Here we have used Bessel’s inequality and the fact that {|2πk|ûi(k)}Ni=1 is an orthonormal

family in L2(Rd, dk) (as {
√
−∆ui}Ni=1 is an orthonormal family). Thus

N =
N∑
i=1

∫
|∇ui|2 >

∫
Rd

∞∫
0

[√
ρ(x)− CdE

d−2
4

]2

+
dEdx ≥ 1

Cd

∫
ρ(x)

d
d−2 .

Therefore we conclude that

N ≤
∫
Rd
|V−|ρ ≤ ‖V−‖Ld/2‖ρ‖

L
d
d−2
≤ ‖V−‖Ld/2

(
CdN

) d−2
d

which implies N ≤ Cd‖V−‖d/2Ld/2
.

The following exercise shows that the CLR bound fails if d ≤ 2.

Exercise. Let d = 1, 2. Let V ∈ L1(Rd) if d = 1 and V ∈ L1(Rd) ∩ Lp(Rd) for some

p > 1 if d = 2. Prove that if ∫
Rd
V < 0

Then −∆ + V has at least one negative eigenvalue. Hint: You may consider uε(x) =

e−ε|x| when d = 1, and uε(x) = e−(1+|x|)ε when d = 2.

Nevertheless, we have a modified result for d ≤ 2. Recall that for any function F : [0,∞)→
[0,∞] we define the Legendre transform F ∗ : [0,∞)→ [0,∞] by

F ∗(x) = sup
y≥0
{xy − F (y)}, ∀x ≥ 0
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Note that F ≥ G, then F ∗ ≤ G∗. Moreover, if F (x) = xp/p then F ∗(x) = xq/q with

1/p+ 1/q = 1, thanks to Young’s inequality.

Theorem (Bound states in one and two dimensions). For d = 1, 2 and any L > 0,

N (−∆ + V + L) ≤
∫
Rd

dxF ∗
(

2|V (x)−|
L

)
Ld/2.

where N (−∆ + V +L) is the number of negative eigenvalues of −∆ + V +L on L2(Rd)

and

F (t) =

t(e4πt − 1), if d = 2,

t tan2(t) +∞1(t ≥ π/2), if d = 1.

Proof. We proceed similarly to the proof of the CLR bound, except −∆ will be replaced

by −∆ + L. More precisely, assume N (−∆ + V + L) ≥ N . Let W be the space spanned

by eigenfunctions of negative eigenvalues of −∆ + V + L. Since dimW > N , we have

dim(
√
−∆ + LW ) > N. Thus we can choose N functions {ui}Ni=1 such that

{ui}Ni=1 ⊂ W, 〈ui, (−∆ + L)uj〉 = 〈
√
−∆ + Lui,

√
−∆ + Luj〉 = δij.

Therefore,

0 >
N∑
i=1

〈ui, (−∆ + V + L)ui〉 = N +

∫
V ρ ≥ N −

∫
|V−|ρ, ρ(x) :=

N∑
i=1

|ui(x)|2.

For any E > 0, we introduce û
E+

i (k) = 1(|2πk|2 + L > E)ûi(k). Then

N =
N∑
i=1

‖
√
−∆ + Lui‖2

L2 =

∫
Rd

dx

∞∫
0

dE
N∑
i=1

|uE+
i (x)|2

≥
∫
Rd

dx

∞∫
0

dE

√ρ(x)−

√√√√ N∑
i=1

|ui(x)− uE+
i (x)|2

2

+

.

Since {ûi(k)
√
|2πk|2 + L}Ni=1 is an orthonormal family,

N∑
i=1

|ui(x)− uE+
i (x)|2 =

N∑
i=1

∣∣∣∣∫
Rd

dkûi(k)1{|2πk|2+L6E}e
2πikx

∣∣∣∣2 =
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=
N∑
i=1

∣∣∣∣∣
∫
Rd

dkûi(k)
√
|2πk|2 + L

1{|2πk|2+L6E}√
|2πk|2 + L

e2πikx

∣∣∣∣∣
2

Bessel

6
∫
Rd

1{|2πk|2+L6E}

|2πk|2 + L
dk.

When d = 2: it is straightforward to see that when E ≥ L,

∫
R2

1{|2πk|2+L6E}

|2πk|2 + L
dk =

1

2π

∫ √E−L
0

r

r2 + L
dr =

1

4π
log(E/L).

Thus

N ≥
∫
R2

dx

∞∫
L

dE

[√
ρ(x)−

√
1

4π
log(E/L)

]2

+

= L

∫
R2

dxF (ρ(x))

with F (t) = t(e4πt − 1). Therefore

0 ≥ 2N − 2

∫
R2

|V−|ρ ≥ N + L

∫
R2

dxF (ρ(x))− 2

∫
R2

dx|V−(x)|ρ(x)

= N + L

∫
R2

dx

(
F (ρ)− 2

L
|V−|ρ

)
≥ N − L

∫
R2

F ∗
(

2|V−|
L

)
.

Thus

N ≤ L

∫
R2

F ∗
(

2|V−|
L

)
.

When d = 1: if E ≥ L,

∫
R

1{|2πk|2+L6E}

|2πk|2 + L
dk =

1

π

∫ √E−L
0

1

r2 + L
dr =

1

π
√
L

arctan
(√E

L
− 1
)
.

Thus

N ≥
∫
R

dx

∞∫
L

dE

√ρ(x)−

√
1

π
√
L

arctan
(√E

L
− 1
)2

+

≥ L

∫
R

dxρ(x) tan2(
√
Lρ(x)) =

√
L

∫
R

dxF (
√
Lρ(x))
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where F (t) = t tan2(t) if t < π/2 and ∞ if t ≥ π/2. Therefore

0 ≥ 2N − 2

∫
R
|V−|ρ ≥ N +

√
L

∫
R

dxF (
√
Lρ(x))− 2

∫
R2

dx|V−(x)|ρ(x)

= N +
√
L

∫
R

dx

(
F (
√
Lρ)− 2|V−|

L

√
Lρ

)
≥ N −

√
L

∫
R
F ∗
(

2|V−|
L

)
.

Thus

N ≤
√
L

∫
R
F ∗
(

2|V−|
L

)
.

3.2 Lieb–Thirring inequality

Instead of focusing on the number of negative eigenvalues of −∆ + V , we are also interested

in the sum of negative eigenvalues (which is related to the ground state energy of the ideal

Fermi gas). We have the following generalization of the CLR bound.

Theorem (Lieb-Thirring Inequality). Let d ≥ 1 and
s ≥ 1/2, if d = 1

s > 0, if d = 2,

s ≥ 0, if d ≥ 3.

If the operator −∆ + V (x) on L2(Rd) has negative eigenvalues µ1 ≤ µ2 ≤ ..., then

∑
n≥1

|µn|s ≤ Ls,d

∫
Rd
|V−|s+

d
2 .

Here the constant Ls,d is finite and independent of V . The range of s is optimal.

Remark:

• This inequality was first derived by Lieb-Thirring in 1975 for s = 1 in their proof of

the stability of matter. Then they extended the inequality to the cases s > 0 when

d ≥ 2 and s > 1/2 when d = 1. The case s = 0 when d ≥ 3 was proved independently
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by Cwikel, Lieb, Rozenblum (CLR bound) around 1977. The case s = 1/2 when

d = 1 was solved by Weidl in 1996.

• Assuming that −∆ + V can be defined as a self-adjoint operator, it is convenient to

write the sum of moments of eigenvalues as

∑
n≥1

|µn(−∆ + V )|s = Tr |(−∆ + V )−|s

where the negative part (−∆ + V )− is defined by the spectral projection.

• Similarly to the CLR bound, in the Lieb-Thirring inequality only the negative part

V− is relevant. This follows from the fact that −∆ + V ≥ −∆ + V−, leading to

Tr |(−∆ + V )−|s ≤ Tr |(−∆ + V−)−|s by the min-max principle.

• This bound agrees to the semiclassical approximation

Tr |(−∆ + V )−|s ≈
∫
Rd

∫
Rd
|(|2πk|2 + V (x))−|sdkdx = Lcl

s,d

∫
Rd
|V−|s+d/2dx.

where

Lcl
s,d =

1

(4π)
d
2

Γ(s+ 1)

Γ(s+ 1 + d
2
)
.

When s ≥ 3/2, the best constant in the Lieb-Thirring inequality coincides to the

classical constant Ls,d = Lcl
s,d. This was proved by Lieb-Thirring (1976) for d = 1 and

extended by Laptev-Weidl (2000) to all d ≥ 1.

• It is known that if s < 1, then Ls,d > Lcl
s,d. When d = 1 and s = 1/2, Hundertmark-

Lieb-Thomas (1998) proved that the sharp constant is L1/2,1 = 2Lcl
1/2,1.

• In the most interesting case s = 1, it is conjectured that L1,d = Lcl
1,d for d ≥ 3 (we will

come back to this case). When d ≤ 2, the conjectured value of Ls,d is given by a one-

bound-state/Sobolev inequality. Currently, the best known result is L1,d ≤ 1.456Lcl
1,d

for all d ≥ 1; see FHJN (2018).

Proof. We will use the bound on the number of negative eigenvalues derived in the previous

section. The proof covers all cases except the critical case d = 1 and s = 1/2.

Our starting point is the layer-cake representation: for any s > 0

Tr |(−∆ + V )−|s = s

∫ ∞
0

N (−∆ + V + E)Es−1dE

https://arxiv.org/abs/1808.09017
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where N (−∆ + V + E) is the number of negative eigenvalue of −∆ + V + E (which is the

same to the number of eigenvalues ≤ −E of −∆ + V ). This formula is analogous to∫
Ω

|f(x)|sdµ(x) = s

∫ ∞
0

µ({x : |f(x)| > E})Es−1dE.

Case d ≥ 3: Inserting the CLR bound

N (−∆ + V + E) ≤ Cd

∫
Rd
|(V (x) + E)−|

d
2 dx

to the above layer-cake representation and using Fubini’s theorem we obtain for all s > 0

Tr |(−∆ + V−)−|s = s

∫ ∞
0

N (−∆ + V + E)Es−1dE

≤ sCd

∫ ∞
0

dE

∫
Rd

dx|(V (x) + E)−|
d
2Es−1

= sCd

∫
Rd

dx

∫ ∞
0

dE|(V (x) + E)−|
d
2Es−1 = Cs,d

∫
Rd

dx|V (x)−|s+
d
2 .

Case d ≤ 2: Recall that

N (−∆ + V + E) = N (−∆ + (V + E/2) + E/2) ≤
∫
R2

dxF ∗
(

2|(V (x) + E/2)−|
(E/2)

)(E
2

) d
2

where F ∗ is the Legendre transform of the function

F (t) =

t(e4πt − 1), if d = 2,

t tan2(t) +∞1(t ≥ π/2), if d = 1.

Hence,

Tr |(−∆ + V−)−|s = s

∫ ∞
0

N (−∆ + V + E)Es−1dE

≤ s

∫ ∞
0

dE

∫
Rd

dxF ∗
(

2|(V (x) + E/2)−|
(E/2)

)(E
2

) d
2
Es−1

= sCd

∫
Rd

dx

∫ 2|V (x)−|

0

dEF ∗
(

2|(V (x) + E/2)−|
(E/2)

)(E
2

) d
2
Es−1

= Cs,d

∫
Rd

dx|V (x)−|s+
d
2

∫ 1

0

dyF ∗
(

2

y
− 2

)
ys−1+ d

2 .
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In the last equality we have changed the variable E = 2|V (x)−|y. It remains to show that∫ 1

0

dyF ∗
(

2

y
− 2

)
ys−1+ d

2 <∞.

Consider the case d = 2, s > 0. Recall that if F ≥ G, then F ∗ ≤ G∗. Using

F (t) = t(e4πt − 1) ≥ Cpt
p, ∀2 ≤ p <∞

we find that

F ∗(t) ≤ Cqt
q, ∀1 < q ≤ 2.

Since s > 0, we can take 1 < q < 1 + s (such that s− q > −1), and hence∫ 1

0

dyF ∗
(

2

y
− 2

)
ys ≤ Cq

∫ 1

0

dy

(
2

y
− 2

)q
ys ≤ Cq

∫ 1

0

dy ys−q <∞.

Consider the case d = 1, s > 1/2. Using F (t) ≥ 0 for all t ≥ 0 and

F (t) =∞, ∀t ≥ 2/π

we have

F ∗(y) = sup
t≥0

(ty − F (t)) ≤ sup
0≤t≤2/π

(ty − F (t)) ≤ 2

π
y.

Therefore, using s > 1/2 we have∫ 1

0

dyF ∗
(

2

y
− 2

)
ys−

1
2 ≤

∫ 1

0

dy
2

π

(
2

y
− 2

)
ys−

1
2 ≤ 4

π

∫ 1

0

dy ys−
3
2 <∞.

In the special case s = 1 (sum of negative eigenvalues), the Lieb-Thirring inequality is

equivalent to a kinetic inequality for orthonormal functions in L2(Rd) which will be useful

to study large fermionic quantum systems.

Theorem (Lieb-Thirring Kinetic Inequality). Let d ≥ 1. Let {un}n be an orthonormal

family in L2(Rd) and define the density ρ(x) =
∑

n |un(x)|2. Then

∑
n

∫
Rd

|∇un(x)|2dx > Kd

∫
Rd

ρ(x)1+ 2
ddx.
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Moreover, the best constant Kd > 0 in the kinetic inequality is related to the best constant

L1,d for the sum of negative eigenvalues of −∆ + V as

((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

= 1.

Remark: The Lieb-Thirring conjecture on the optimal value L1,d is equivalent to

Kd = Kcl
d =

d

d+ 2
· (2π)2

|B1|
2
d

when d ≥ 3.

Here |B1| is the volume of the unit ball in Rd.

Proof. The kinetic inequality can be proved directly using Rumin’s method (see an exercise).

It remains to prove the relation between the best constants Kd and L1,d. This follows a

standard duality argument and Young’s inequality (c.f. Legendre transform)

ap

p
= sup

b≥0

(
ab− bq

q

)
, ∀a ≥ 0, ∀p, q ≥ 1,

1

p
+

1

q
= 1.

Assume that the operator −∆+V has negative eigenvalues µ1 ≤ µ2 ≤ ... with eigenfunctions

u1, u2, ... By the LT kinetic inequality we have

∑
n

∫
Rd
|∇un|2 ≥ Kd

∫
Rd
ρ1+ 2

d , ρ(x) =
∑
n

|un(x)|2.

Therefore,

∑
n

µn =
∑
n

〈un, (−∆ + V )un〉 =
∑
n

∫
Rd
|∇un|2 +

∫
Rd
V ρ

≥ Kd

∫
Rd
ρ1+ 2

d −
∫
Rd
|V−|ρ.

Using Young’s inequality we find that

Kdρ(x)1+ 2
d − |V (x)−|ρ(x) ≥ −L̃1,d|V (x)−|1+d/2, ∀x ∈ Rd

where ((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L̃1,d

)1+ 2
d

= 1.
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Thus

∑
n

µn ≥
∫
Rd

(
Kdρ

1+ 2
d − |V−|ρ

)
≥ −L̃1,d

∫
Rd
|V−|1+d/2.

Consequently,

∑
n

|µn| ≤ L̃1,d

∫
Rd
|V−|1+d/2

and hence L̃1,d ≥ L1,d (as L1,d is the best constant). By the choice of L̃1,d, we get

((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

≤ 1.

Reversely, consider any orthonormal family {un}n in L2(Rd) and denote ρ(x) =
∑

n |un(x)|2.

Since Young’s inequality is sharp, we can choose V (x) = −c0ρ(x)2/d with an appropriate

constant c0 > 0 such that

K̃dρ
1+ 2

d − |V−|ρ = −L1,d|V−|1+d/2

where ((
1 +

2

d

)
K̃d

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

= 1.

On the other hand, by the LT inequality for the sum of negative eigenvalues of −∆ + V and

the min-max principle,

∑
n

∫
Rd
|∇un|2 +

∫
Rd
V ρ =

∑
n

〈un, (−∆ + V )un〉 ≥ Tr(−∆ + V )− ≥ −L1,d

∫
Rd
|V−|1+d/2.

Therefore, thanks to the choice of V ,

∑
n

∫
Rd
|∇un|2 ≥ −

∫
Rd
V ρ− L1,d

∫
Rd
|V−|1+d/2 = K̃d

∫
Rd
ρ1+ 2

d .

Thus K̃d ≤ Kd since Kd is the best constant in the LT kinetic inequality. By the choice of

K̃d, we get ((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

≥ 1.
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In conclusion, the best constants Kd and L1,d satisfy

((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

= 1.

Exercise. Let d ≥ 1. Let {un}Nn=1 ⊂ H1(Rd) be an orthonormal family in L2(Rd) and

define ρ(x) =
∑N

n=1 |un(x)|2. Use Rumin’s method to prove that

N∑
n=1

∫
Rd

|∇un(x)|2dx > Kd

∫
Rd

ρ(x)1+ 2
ddx.

Here the constant Kd > 0 depends only on d.

3.3 Birman-Schwinger Principle

In this section, we discuss an alternative approach to study the bound state problem for the

Schrödinger operator −∆ + V (x) on L2(Rd). It is convenient to assume V ≤ 0 and denote

U = −V ≥ 0. Our starting point is the following reformulation of the eigenvalue problem.

Theorem (Birman-Schwinger principle). Let d ≥ 1. Let 0 ≤ U ∈ Lp(Rd)+Lq(Rd) with

∞ > p, q ≥ max(1, d/2) if d 6= 2 and ∞ > p, q > 1 if d = 2. Recall that we can define

−∆ − U as a self-adjoint operator on L2(Rd) with the quadratic form domain H1(Rd)

and σess(−∆− U) = [0,∞). Then for all E > 0:

(i) −E is an eigenvalue of −∆ − U if and only if 1 is an eigenvalue of KE =√
U(x)(−∆ + E)−1

√
U(x) (with the same multiplicity).

(ii) The number of eigenvalues ≤ −E of −∆−U is equal to the number of eigenvalues

≥ 1 of KE.

Moreover, KE is a positive compact operator on L2(Rd).

Proof. Step 1. We prove that if −E < 0 is an eigenvalue of −∆ − U(x), then 1 is an
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eigenvalue of KE. Consider the eigenvalue equation

(−∆− U)f = −Ef, for some 0 6≡ f ∈ L2(Rd).

Then we can write

(−∆ +E)f = Uf =⇒ f = (−∆ +E)−1Uf =⇒
√
Uf =

√
U(−∆ +E)−1

√
U(
√
Uf).

Thus √
Uf = KE

√
Uf.

To conclude that KE has eigenvalue 1, we need to show that 0 6≡
√
Uf ∈ L2(Rd). Since

0 6≡ f ∈ L2(Rd) and −∆ + E ≥ E > 0, we have

Uf = (−∆ + E)f 6≡ 0.

Consequently,
√
Uf 6≡ 0. Moreover, since f is an eigenfunction of −∆ − U , it must belong

to the quadratic form domain H1(Rd). Hence,

‖
√
Uf‖2

L2 =

∫
Rd
U |f |2 ≤ C‖f‖2

H1 <∞.

Thus if −E < 0 is an eigenvalue of −∆− U(x), then 1 is an eigenvalue of KE.

Step 2. Reversely, we prove that if 1 is an eigenvalue of KE, then −E < 0 is an eigenvalue

of −∆− U(x). Consider the eigenvalue equation

g = KEg =
√
U(−∆ + E)−1

√
Ug, 0 6≡ g ∈ L2(Rd).

Define

f = (−∆ + E)−1
√
Ug.

Then

(−∆ + E)f =
√
Ug = U(−∆ + E)−1

√
Ug = Uf

which is equivalent to

(−∆− U)f = −Ef.

To conclude that −E is an eigenvalue of −∆− U , it remains to prove that 0 6≡ f ∈ L2(Rd).
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Note that √
Uf =

√
U(−∆ + E)−1

√
Ug = g 6≡ 0,

and hence f 6≡ 0. Moreover, by Sobolev’s inequality, (−∆+E)−1/2
√
U is a bounded operator

on L2(Rd) (it is indeed a compact operator; see an exercise below). Therefore,

(−∆ + E)−1/2
√
Ug ∈ L2(Rd) =⇒ f = (−∆ + E)−1

√
Ug ∈ H1(Rd).

From the above proof and the one-to-one correspondence between eigenfunctions f ↔ g (i.e.

g =
√
Uf and f = (−∆ +E)−1

√
Ug), we also obtain that the multiplicity of eigenvalue −E

of −∆− U is the same with the multiplicity of the eigenvalue 1 of KE.

Step 3. We can write KE = BB∗ with B =
√
U(x)(−∆ + E)−1/2. Since B is a compact

operator on L2(Rd) (see an exercise below), we conclude that KE is a positive compact

operator on L2(Rd). Therefore, by Spectral theorem, it has eigenvalues

λ1(E) ≥ λ2(E) ≥ ..., lim
n→∞

λn(E) = 0.

Note that for every n ∈ N, E 7→ λn(E) is decreasing and continuous. To see the monotonicity,

note that E 7→ KE is operator monotone: if E ≥ E ′ > 0, then

(−∆ + E)−1 ≤ (−∆ + E ′)−1 =⇒ KE =
√
U(−∆ + E)−1

√
U ≤

√
U(−∆ + E ′)−1

√
U = KE′ .

Hence, λn(E) ≤ λn(E ′) by the min-max principle (in fact, −λn(E) is the n-th min-max value

of −KE). On the other hand, if E ≥ E ′ > 0, then we also have

E(−∆ + E)−1 ≥ E ′(−∆ + E ′)−1 =⇒ EKE ≥ E ′KE′ .

Thus Eλn(E) ≥ E ′λn(E ′) by the min-max principle again. Combining with λn(E ′) ≥ λn(E),

we conclude that E 7→ λn(E) is also continuous.

By a standard counting argument combining the one-two-one correspondence in Steps 1&2

and the monotonicity/continuity of λn(E), we find that the number of eigenvalues ≤ E of

−∆− U(x) is the same with the number of eigenvalues ≥ 1 of KE. It is easiest to see via a

Figure.
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Exercise. Let d ≥ 1. Let 0 ≤ U ∈ Lp(Rd) + Lq(Rd) with ∞ > p, q ≥ max(1, d/2) if

d 6= 2 and ∞ > p, q > 1 if d = 2. Prove that
√
U(x)(−∆+E)−1/2 is a compact operator

on L2(Rd).

Historically, the Birman-Schwinger principle was used by Lieb and Thirring to prove their

inequality

Tr |(−∆ + V )−|s ≤ Ls,d

∫
Rd
|V−|s+

d
2 ,

first for s = 1, d = 3, and then for s > 0 when d ≥ 2 and s > 1/2 when d = 1 (it does not

work for the critical cases s = 0, d ≥ 3 and s = 1/2, d = 1). In the following, to illustration

of the usefulness of this approach, we will represent

• The original proof of Lieb and Thirring in the physically interesting case s = 1, d = 3;

• A proof of the existence of bound states with any negative potential in d ≤ 2.

The original proof of the Lieb-Thirring inequality for s = 1 and d = 3:

Tr |(−∆ + V )−| ≤ L1,3

∫
R3

|V−|
5
2 .

It suffices to consider the case U = −V ≥ 0. By the layer-cake representation:

Tr |(−∆− U)−| =
∫ ∞

0

N (−∆− U + E)dE

where N (−∆ − U + E) is the number of negative eigenvalue of −∆ − U + E (which is the

same to the number of eigenvalues ≤ −E of −∆ + V ). By the Birman-Schwinger principle,

N (−∆ + V + E) is equal to the number of eigenvalues ≥ 1 of

KE =
√
U(x)(−∆ + E)−1

√
U(y).

Consequently, this number is bounded by the Hilbert-Schmidt norm of KE. Note that KE

has the kernel

KE(x, y) =
√
U(x)GE(x− y)

√
U(x), ĜE(k) =

1

|2πk|2 + E
.

Thus

N (−∆− U + E) ≤ ‖KE‖2
HS =

∫∫
R3×R3

U(x)|GE(x− y)|2U(y)dxdy.
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Using the Cauchy-Schwarz inequality and Plancherel’s theorem we have

N (−∆− U + E) ≤
∫∫

R3×R3

|GE(x− y)|2U
2(x) + U2(y)

2
dxdy

=
(∫

R3

|U |2
)(∫

R3

|GE|2
)

=
(∫

R3

|U |2
)(∫

R3

1

(|2πk|2 + E)2
dk
)

=
(∫

R3

|U |2
)(∫

R3

1

(|2πk|2 + 1)2
dk
)
E−1/2 ≤ CE−1/2

∫
R3

|U |2.

This bound is not good enough for inserting to the layer cake representation. But we can

adjust it by shifting U 7→ (U − E/2)+:

N (−∆− U + E) = N (−∆− (U − E/2) + E/2)

≤ N (−∆− (U − E/2)+ + E/2) ≤ CE−1/2

∫
R3

dx(U(x)− E/2)2
+.

Thus we conclude

Tr |(−∆− U)−| =
∫ ∞

0

dEN (−∆− U + E)

≤ C

∫ ∞
0

dE

∫
R3

dx(U(x)− E/2)2
+E
−1/2

= C

∫
R3

dx

∫ ∞
0

dE(U(x)− E/2)2
+E
−1/2 = C

∫
R3

U5/2(x)dx.

An alternative proof of the existence of bound states for 0 6≡ V ≤ 0 and d ≤ 2. (We

assume that V is regular enough).

Denote U = −V ≥ 0. By the Birman-Schwinger principle, −E < 0 is an eigenvalue of

−∆− U if and only if 1 is an eigenvalue of

KE =
√
U(x)(−∆ + E)−1

√
U(x).

Since KE is a non-negative compact operator on L2(Rd), the norm operator

λ1(E) = ‖KE‖

is its largest eigenvalue. Let us prove that there exists E > 0 such that λ1(E) = 1.
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Recall that E 7→ λ1(E) is decreasing and continuous. Moreover, clearly

lim
E→∞

λ1(E) = 0.

(We can show that limE→∞ ‖KE‖HS = 0). On the other hand, let us show that if d ≤ 2 and

0 ≤ U 6≡ 0, then

lim
E→0

λ1(E) =∞.

Indeed, when E → 0+ we have, for any normalized function ϕ ∈ L2(Rd),

λ1(E) ≥ 〈ϕ,KEϕ〉 =
〈
ϕ
√
U, (−∆ + E)−1ϕ

√
U
〉

=

∫
Rd

|ϕ̂
√
U(k)|2

|2πk|2 + E
dk →

∫
Rd

∣∣∣∣ϕ̂√U(k)

∣∣∣∣2
|2πk|2

dk.

Here we have used Lebesgue Monotone Convergence theorem. Note that when d ≤ 2, the

function |k|−2 is not integrable at 0 ∈ Rd. On the other hand, since 0 ≤ U 6≡ 0, we have.

ϕ̂
√
U(0) =

∫
Rd
ϕ(x)

√
U(x)dx 6= 0

for an appropriate choice of ϕ. Moreover, note that k 7→ ϕ̂
√
U(k) is continuous (we have

ϕ
√
U ∈ L1(Rd) when ϕ ∈ L2 and U ∈ L1). Thus in summary, E 7→ λ1(E) is continuous and

lim
E→∞

λ1(E) = 0, lim
E→0

λ1(E) =∞

Thus there exists E > 0 such that λ1(E) = 1. Then −E is an eigenvalue of −∆− U .

Remark: As said, the Birman-Schwinger principle alone is not enough to derive the CLR

bound. When d = 3, the Yukawa potential is given explicitly:

ĜE(k) =
1

|2πk|2 + E
=⇒ GE(x) =

e−
√
E|x|

4π|x|
.

Hence, from the above analysis we find that

N (−∆−U+E) ≤ ‖KE‖2
HS =

∫∫
R3×R3

U(x)|GE(x−y)|2U(y)dxdy ≤
∫∫

R3×R3

U(x)U(y)

(4π)2|x− y|2
dxdy

for all E > 0. Thus we have the Birman-Schwinger inequality for the number of all negative
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eigenvalues:

N (−∆− U) ≤ 1

(4π)2

∫∫
R3×R3

U(x)U(y)

|x− y|2
dxdy.

Recall the Hardy–Littlewood–Sobolev inequality: for p, q > 1, 0 < r < d saatisfying

1

p
+

1

q
+
r

d
= 2

we have ∣∣∣ ∫∫
Rd×Rd

f(x)g(y)

|x− y|r
dxdy

∣∣∣ ≤ Cd,s‖f‖Lp‖g‖Lq .

Thus we can estimate further

N (−∆− U) ≤ C‖U‖2
L3/2(R3).

In contrast, the CLR bound says that N (−∆− U) ≤ C‖U‖3/2

L3/2(R3)
.

3.4 Kato–Seiler–Simon and Cwikel’s inequalities

In this section, we take a closer look to the operator f(x)g(−i∇) and its connection to

spectral estimates for Schrödinger operators.

We have proved that if f, g : Rd → C are uniformly bounded and vanishing at infinity, then

f(x)g(−i∇) is a compact operator on L2(Rd). This property can be extended to Schatten

spaces.

Definition (Schatten spaces). Let 1 ≤ p < ∞ and let H be a Hilbert space. The

Schatten space Sp(H ) contains all bounded operators A : H →H such that

‖A‖Sp = (Tr(|A|p))
1
p <∞, |A| =

√
A∗A.

We denote by S∞(H ) the space of compact operators, with the operator norm ‖A‖.
Thus Sp(H ) ⊂ Sq(H ) if p ≤ q.

Remarks:

• S1(H ) is the space of trace class operators. For any A ∈ S1(H ) and any orthonor-
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mal basic {un}n≥1 of H , we have

Tr(A) =
∑
n≥1

〈un, Aun〉 <∞.

The value of Tr(A) is independent of the choice of the basis {un}. Moreover, we have

the cyclicality of the trace: if AB and BA are trace class, then

Tr(AB) = Tr(BA).

• S2(H ) is the space of Hilbert-Schmidt operators. This is a Hilbert space with the

inner product

〈A,B〉S2 = Tr(A∗B).

When H = L2(Ω, µ), any operator A ∈ S2(H ) has a kernel KA ∈ L2(Ω × Ω, µ × µ)

such that

(Af)(x) =

∫
Ω

KA(x, y)f(y)dµ(y), ∀f ∈ L2(Ω).

The mapping A 7→ KA is a unitary operator from L2(Ω) to L2(Ω2), in particular:

‖A‖S2 = ‖KA‖L2 .

• In general, when A is a compact operator on H = L2(Ω, µ), we have the spectral

decomposition

A =
∑
n≥1

λn|un〉〈vn|

with {un}, {vn} orthonormal families in H and λn ∈ R, λn → 0 as n→∞. The kernel

of A is

KA(x, y) =
∑
n≥1

λnun(x)vn(y).

With this convention, the trace of A can be computed by the diagonal part of its kernel

Tr(A) =

∫
Ω

KA(x, x)dµ(x) =
∑
n≥1

λn〈vn, un〉L2

(which is well-defined if A is trace class). From the spectral decomposition, we also

obtain the polar decomposition A = U |A| with U a unitary operator on H .

• The Schatten space Sp satisfies properties similar to Lp spaces. They are Banach
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spaces. Moreover, if p, q ≥ 1 and 1/p+ 1/q = 1, then we have Hölder inequality

‖AB‖S1 ≤ ‖A‖Sp‖B‖Sq .

More precisely,

‖A‖Sp = sup
‖B‖Sq=1

|Tr(AB)| = sup
‖B‖Sq=1

|〈A,B〉S2|.

Exercise. Prove Hölder inequality: if p, q ≥ 1 and 1/p+ 1/q = 1 then

‖AB‖S1 ≤ ‖A‖Sp‖B‖Sq .

Hint: You can use the spectral decomposition.

Now let us come back to the operator f(x)g(−i∇). A basic and very useful property is

Theorem (Kato–Seiler–Simon inequality). Let f, g ∈ Lp(Rd) with 2 ≤ p <∞. Then

‖f(x)g(−i∇)‖Sp ≤ ‖f‖Lp‖g‖Lp .

Proof. It suffices to consider the case when 0 ≤ f, g ∈ L∞(Rd) with compact supports. When

p =∞, it is obvious that

‖f(x)g(−i∇)‖S∞ ≤ ‖f‖L∞‖g‖L∞ .

When p = 2, we have the exact equality

‖f(x)g(−i∇)‖S2 = ‖f‖L2‖g‖L2 .

In fact, the integral kernel of f(x)g(−i∇) is

K(x, y) = f(x)ǧ(x− y)

where ǧ is the inverse Fourier transform of g. Therefore

‖f(x)g(−i∇)‖2
S2

=

∫
Rd

∫
Rd
|f(x)|2|ǧ(x− y)|dxdy = ‖f‖2

L2‖ǧ‖2
L2 = ‖f‖2

L2‖g‖2
L2 .
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Here we have used the identity between the Hilbert-Schmidt norm of an operator with its

kernel and Plancherel theorem.

The case 2 < p < ∞ can be handled by complex interpolation. We skip the details and

refer to Simon’s book “Trace Ideals and Their Applications” (Theorem 4.1).

A deeper result concerning f(x)g(−i∇) is Cwikel’s inequality. This is related to the weak

Lp norm and weak Schatten norm.

Definition. For 1 ≤ p <∞, the space Lpw(Rd) contains functions f : Rd → C such that

‖f‖Lpw := sup
τ>0

(
τ |{x : |f(x)| > τ}|

1
p

)
<∞.

Remarks:

• Clearly the weak-Lp is smaller than the usual Lp norm:

‖f‖pLp =

∫
Rd
|f |p ≥ sup

τ>0

∫
{|f |>τ}

|f |p ≥ τ p|{x : |f(x)| > τ}| = ‖f‖p
Lpw
.

• We know that |x|−1 /∈ Lp(Rd) for all p, but |x|−1 ∈ Ldw(Rd) since

τ |{x : |x|−1 > τ}|
1
d = τ |{x : |x| < τ−1}|

1
d = |B1|

1
d .

• The expression ‖f‖Lpw define a quasi-norm because instead of the triangle inequality

we only have

‖f + g‖Lpw ≤ C(‖f‖Lpw + ‖g‖Lpw).

Alternatively we can also define

f 7→ sup
Ω
|Ω|−

1
p′

∫
Ω

|f(x)|dx, 1

p
+

1

p′
= 1

which is indeed a norm (the supremum is taken over all set Ω with 0 < |Ω| <∞).

• The Hardy-Littlewood-Sobolev inequality is equivalent to a weak Young inequality∣∣∣ ∫∫
Rd×Rd

f(x)g(x− y)h(y)dxdy
∣∣∣ ≤ C‖f‖Lp‖g‖Lqw‖h‖Lr ,

1

p
+

1

q
+

1

r
= 2.
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By optimizing over h we can also write equivalently,

‖f ∗ g‖Lr′ ≤ C‖f‖Lp‖g‖Lqw ,
1

p
+

1

q
= 1 +

1

r′
.

This is stronger than the usual Young inequality

‖f ∗ g‖Lr′ ≤ C‖f‖Lp‖g‖Lq ,
1

p
+

1

q
= 1 +

1

r′
.

Definition. Let H be a Hilbert space. For 1 ≤ p < ∞, the space Sp,w(Rd) contains

compact operators A on H such that

‖A‖Sp,w := sup
τ>0

(
τ
(
N (τ − |A|)

) 1
p
)
<∞.

Here N (τ − |A|) is the number of eigenvalues > τ of |A| =
√
A∗A.

Obviously, we have ‖A‖Sp,w ≤ ‖A‖Sp . The following deep result is interesting in its own and

will imply the CLR bound.

Theorem (Cwikel’s theorem). If f ∈ Lp(Rd) and g ∈ Lpw(Rd) with 2 ≤ p <∞, then

‖f(x)g(−i∇)‖Sp,w ≤ Cp‖f‖Lp‖g‖Lpw .

Proof of the CLR bound using Cwikel’s theorem.

Let d ≥ 3 and 0 ≤ U ∈ Ld/2(Rd). By the Birman-Schwinger principle, for any E > 0, the

number of eigenvalues ≤ −E of −∆−U(x) is equivalent to the number of eigenvalues ≥ 1 of

KE =
√
U(x)(−∆ + E)−1

√
U(x) =

√
U(x)g2

E(−i∇)
√
U(x)

with gE(p) = (|p|2 + E)−1/2. Consequently,

N (−∆− U + E) ≤ ‖KE‖d/2Sd/2,w
= ‖
√
U(x)gE(−i∇)‖dSd,w .

Using Cwikel’s theorem and the uniform bound gE(p) ≤ |p|−1 we find that

‖
√
U(x)gE(−i∇)‖Sd,w ≤ C‖

√
U‖Ld‖gE‖Ldw ≤ C‖U‖1/2

Ld/2
.
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Thus

N (−∆− U + E) ≤ C‖U‖d/2
Ld/2

.

Since it holds for all E > 0, we conclude that N (−∆− U) ≤ C‖U‖d/2
Ld/2

.

Proof of Cwikel’s theorem. Assume that f, g ≥ 0 and ‖f‖Lp = ‖g‖Lpw = 1.

Step 1. We decompose

f =
∑
n∈Z

fn, fn(x) := f(x)1(2n−1 < f(x) ≤ 2n),

g =
∑
n∈Z

gn, gn(x) := g(x)1(2n−1 < g(x) ≤ 2n).

Then

X := f(x)g(−i∇) =
∑
m,n∈Z

fn(x)gm(−i∇) = Ak +Bk

where

Ak =
∑

m+n≤k

fn(x)gm(−i∇), Bk =
∑

m+n>k

fn(x)gm(−i∇), ∀k ∈ Z.

By the Cauchy-Schwarz inequality,

|X|2 = (A∗k +B∗k)(Ak +Bk) ≤ 2(A∗kAk +B∗kBk) = 2(|Ak|2 + |Bk|2).

Step 2. We prove that

‖Ak‖ ≤ 2k+1, ∀k ∈ Z.

For any normalized functions u, v ∈ L2(Rd), by the Cauchy-Schwarz inequality we have

|〈u,Akv〉| ≤
∑

m+n≤k

‖fnu‖‖gmv̂‖ =
∑
`≤k

∑
n∈Z

‖fnu‖‖g`−nv̂‖

=
∑
`≤k

2`
∑
n∈Z

‖2−nfnu‖‖2n−`g`−nv̂‖

≤
∑
`≤k

2`
(∑
n∈Z

‖2−nfnu‖2
)1/2(∑

n∈Z

‖2n−`g`−nv‖2
)1/2

≤
∑
`≤k

2` = 2k+1.
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Here we have used ∑
n∈Z

(2−nfn)2 ≤ 1,
∑
m∈Z

(2−mgm)2 ≤ 1.

which follow from the facts that the functions {2−nfn}n are ≤ 1 and have disjoint supports,

and the same for {2−mgm}m.

Step 3. We prove that

Tr(|Bk|2) ≤ C2(2−p)k, ∀k ∈ Z.

Indeed, it is straightforward to see that

Tr(|Bk|2) = Tr(B∗kBk) =
∑

m+n>k

∑
m′+n′>k

Tr
(
gm(−i∇)fn(x)fn′(x)gm′(−i∇)

)
=

∑
m+n>k

∑
m′+n′>k

Tr
(
fn(x)fn′(x)gm′(−i∇)gm(−i∇)

)
=

∑
m+n>k

Tr
(
|fn(x)|2|gm(−i∇)|2

)
=

∑
m+n>k

‖fn(x)gm(−i∇)‖2
S2

=
∑

m+n>k

‖fn‖2
L2‖gm‖2

L2 =
∑
n∈Z

‖fn‖2
L2

∑
m>k−n

‖gm‖2
L2 .

Here we have used the cyclicity of the trace and the fact that {fn}n have disjoint supports,

and that {gm}m have disjoint supports. The L2-norm of gm can be controlled by the weak

Lp norm ‖g‖Lpw = 1 as follows:

‖gm‖2
L2 =

∫
Rd
|g(x)|21(2m−1 < g(x) ≤ 2m)dx

≤ 22m|{2m−1 < g(x) ≤ 2m}|

≤ 22m−p(m−1)
(

2p(m−1)|{2m−1 < g(x)}|
)

≤ 22m−p(m−1) sup
τ>0

(
τ p|{τ < g(x)}|

)
= 22m−p(m−1)‖g‖p

Lpw
= 2(2−p)m2p.

Combining with fn ≥ 2n−1 on its support and ‖f‖Lp = 1 we have

Tr(|Bk|2) =
∑
n∈Z

‖fn‖2
L2

∑
m>k−n

‖gm‖2
L2 ≤

∑
n∈Z

‖fn‖2
L2

∑
m>k−n

2(2−p)m2p

≤ Cp
∑
n∈Z

‖fn‖2
L22(2−p)(k−n) = Cp2

(2−p)k
∫
Rd

dx
∑
n∈Z

|fn(x)|22n(p−2)
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≤ Cp2
(2−p)k

∫
Rd

dx
∑
n∈Z

|fn(x)|p = Cp2
(2−p)k

∫
Rd

dx|f(x)|p = Cp2
(2−p)k.

Step 4. In summary, we have proved that for every k ∈ Z, we can split

|X|2 ≤ 2(|Ak|2 + |Bk|2) ≤ 2(22(k+1) + |Bk|2), Tr(|Bk|2) ≤ Cp2
k(2−p).

Note that εk := 2 × 22(k+1) varies from 0 to ∞ when k runs from −∞ to ∞. Therefore, for

every ε > 0, we can choose k ∈ Z such that

εk ≤ ε ≤ εk+1 = 4εk.

Since ε ∼ 22k, the above splitting argument tells us

|X|2 ≤ ε+ Yε with an operator Yε ≥ 0, Tr(Yε) ≤ Cpε
1−p/2.

By an exercise below (with |X|2 = A) we find that |X| is a compact operator and its

eigenvalues λ1 ≥ λ2 ≥ ... satisfies

λn ≤ Cpn
−1/p, ∀n ≥ 1.

This implies the desired inequality

‖X‖pSp,w = sup
τ>0

τ p|{n ∈ N : λn > τ}| ≤ sup
τ>0

τ p|{n ∈ N : Cpn
−1/p > τ}| ≤ Cp.

Exercise. Let A ≥ 0 be a self-adjoint operator on a Hilbert space. Let ∞ > q > 1.

Assume that for every ε > 0, we have the operator inequality

A ≤ ε+Bε with an operator Bε ≥ 0, Tr(Bε) ≤ ε1−q.

Prove that A is a compact operator and its eigenvalues λ1 ≥ λ2 ≥ ... satisfy

λn ≤ Cn−1/q, ∀n ≥ 1.



Chapter 4

Weyl’s law

Weyl’s law states that the semiclassical approximation (recall t− = min(t, 0))

Tr |(−∆ + V (x))−|s ≈
∫
Rd

∫
Rd
|(|2πk|2 + V (x))−|sdkdx = −Lcl

s,d

∫
Rd
|V (x)−|s+d/2dx

becomes correct in the strong coupling regime V 7→ λV with λ � 1. In principle this

result holds for all d ≥ 1 and all s ≥ 0. Moreover, the result for one s implies the result for

all others s ≥ 0 via the layer cake representation (we will come to that).

4.1 Coherent States

In this section we discuss a very general method to connect the Schrödinger operator −∆ +

V (x) and its phase-space representation. The idea goes back to Schrödinger (1926).

Definition (Coherent States). Take G ∈ C∞c (Rd), G(x) = G(−x), ‖G‖L2 = 1. For

every (k, y) ∈ Rd × Rd, we defined the function Fk,y ∈ L2(Rd) by

Fk,y(x) := e2πik·xG(x− y), ∀x ∈ Rd.

Note that ‖Fk,y‖L2(Rd) = 1 for all (k, y) ∈ Rd × Rd.

The key feature of the coherent states is that they provide a partition of the identity on

L2(Rd) in terms of the phase space Rd × Rd.

56



4.1. COHERENT STATES 57

Theorem (Resolution of identity). We have∫
Rd

∫
Rd
|Fk,y〉〈Fk,y| dkdy = 1L2(Rd),

namely for all u ∈ L2(Rd) we have∫
Rd

∫
Rd
|〈Fk,y, u〉|2dkdy = ‖u‖2

L2 .

Moreover, ∫
Rd

|〈Fk,y, u〉|2dk = (|G|2 ∗ |u|2)(y),

∫
Rd

|〈Fk,y, u〉|2dy = (|Ĝ|2 ∗ |û|2)(k).

Proof. For any u ∈ L2(Rd), by Plancherel theorem and G(x− y) = G(y − x) we have

∫
Rd

|〈Fk,y, u〉|2dk =

∫
Rd

∣∣∣∣∣∣
∫
Rd

e2πik·xG(y − x)u(x)dx

∣∣∣∣∣∣
2

dk =

∫
Rd

∣∣∣ ̂G(y − ·)u(·)(k)
∣∣∣2 dk =

=

∫
Rd

|G(y − x)|2||u(x)|2dx = (|G|2 ∗ |u|2)(y).

Consequently, integrating over k ∈ Rd and using ‖G‖L2(Rd) = 1 we obtain∫
Rd

∫
Rd

|〈Fk,y, u〉|2dkdy =

∫
Rd

∫
Rd

|G(y − x)|2||u(x)|2dxdy = ‖G‖2
L2‖u‖2

L2 = ‖u‖2
L2 .

The other identity is left as an exercise.

Exercise. Prove that for all u ∈ L2(Rd) and k ∈ Rd,∫
Rd

|〈Fk,y, u〉|2dy = (|Ĝ|2 ∗ |û|2)(k).

Now we turn to the analysis of Schrodinger operators. We have the following exact phase-

space representation for the kinetic and potential operators.
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Theorem. We have the quadratic form identities

−∆Rd =

∫
Rd

∫
Rd
|2πk|2|Fk,y〉〈Fk,y| dkdy − ‖∇G‖2

L2

and

(V ∗ |G|2) =

∫
Rd

∫
Rd
V (y)|Fk,y〉〈Fk,y| dkdy.

Proof. Kinetic term: we prove that if u ∈ H1(Rd), then∫
Rd

|∇u|2 =

∫
Rd

∫
Rd
|2πk|2|〈Fk,y, u〉|2dkdy − ‖∇G‖2

L2‖u‖2
L2 .

Using ∫
Rd

|〈Fk,y, u〉|2dy = (|Ĝ|2 ∗ |û|2)(k) =

∫
Rd
|Ĝ(k − q)|2|û(q)|2dq

we have∫
Rd

∫
Rd
|2πk|2|〈Fk,y, u〉|2dkdy =

∫
Rd

∫
Rd
|2πk|2|Ĝ(k − q)|2|û(q)|2dqdk

= (2π)2

∫
Rd

∫
Rd
|p+ q|2|Ĝ(p)|2|û(q)|2dqdp =

= (2π)2

∫
Rd

∫
Rd

(
|q|2 + |p|2 + 2p · q

)
|Ĝ(p)|2|û(q)|2dqdp

The first term is

(2π)2

∫
Rd

∫
Rd
|q|2|Ĝ(p)|2|û(q)|2dqdp = ‖G‖2

L2

∫
Rd

|2πq|2|û(q)|2dq = ‖∇u‖2
L2 .

Similarly, the second term is

(2π)2

∫
Rd

∫
Rd
|p|2|Ĝ(p)|2|û(q)|2dqdp = ‖∇G‖2

L2‖u‖2
L2 .
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The cross term vanishes because of the symmetry |Ĝ(p)| = |Ĝ(−p)|:

∫
Rd

∫
Rd
p · q|Ĝ(p)|2|û(q)|2dqdk =

∫
Rd

p|Ĝ(p|2dl


︸ ︷︷ ︸

=0

·

∫
Rd

q|û(q)|2dq

 = 0.

Potential term: we prove that if u ∈ L2(Rd), then∫
Rd

(V ∗ |G|2)|u|2 =

∫
Rd

∫
Rd
V (y)|〈Fk,y, u〉|2dkdy.

Recall ∫
Rd

|〈Fk,y, u〉|2dk = (|G|2 ∗ |u|2)(y) =

∫
Rd
|G(x− y)|2|u(x)|2dx.

Here we have used G(x− y) = G(y − x). Hence,∫
Rd

∫
Rd
V (y)|〈Fk,y, u〉|2dkdy =

∫
Rd

∫
Rd
V (y)|G(x− y)|2|u(x)|2dxdy =

∫
Rd

(V ∗ |G|2)|u|2.

4.2 Weyl’s law for sum of eigenvalues

In this section we focus on the case s = 1, which is relevant to the ground state energy of

Fermi gases.

Theorem (Weyl’s law). Let d ≥ 1, V ∈ Lploc(Rd) with p > max(1, d/2) and V− ∈
L1+ d

2 (Rd). Then in the limit λ→∞:

Tr | (−∆ + λV )− | = Lcl
1,d

∫
Rd
|λV−|1+ d

2 + o
(
λ1+ d

2

)
.

Proof. General strategy: Take a radial function 0 ≤ G ∈ C∞c (Rd) such that ‖G‖L2 = 1.

Denote Ṽ = |G|2 ∗ V . For any normalized function u ∈ L2(Rd) we have the phase-space

representation

〈u, (−∆ + λṼ )u〉 =

∫
Rd

∫
Rd

(|2πk|2 + λV (y))|〈Fk,y, u〉|2dkdy − ‖∇G‖2
L2 .
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Therefore, for any orthonormal family {un}Nn=1,

N∑
n=1

〈un, (−∆ + λṼ )un〉 =

∫
Rd

∫
Rd

(|2πk|2 + λV (y))
N∑
n=1

|〈Fk,y, un〉|2dkdy −N‖∇G‖2
L2 .

The key observation is that for all (k, y) ∈ Rd × Rd, by Bessel’s inequality

0 6
N∑
n=1

|〈Fk,y, un〉|2 6 ‖Fk,y‖2
L2 = 1.

Therefore, by the bathtub principle

∫
Rd

∫
Rd

(
|2πk|2 + λV (y)

) N∑
i=1

|〈Fk,y, ui〉|2dkdy >
∫
Rd

∫
Rd

[
|2πk|2 + λV (y)

]
− dkdy

= −Lcl
1,d

∫
Rd
|λV−|1+ d

2 .

Consequently, if N (−∆ + λṼ ) <∞, then we obtain the lower bound

Tr(−∆ + λṼ )− ≥ −Lcl
1,d

∫
Rd
|λV−|1+ d

2 −N (−∆ + λṼ )‖∇G‖2
L2 .

This will lead to the desired lower bound

Tr(−∆ + λV )− ≥ −Lcl
1,d

∫
Rd
|λV−|1+ d

2 + o(λ1+ d
2 )λ→∞

provided that we can

• Replace Ṽ = |G|2 ∗ V by V , namely take |G|2 ⇀ δ0. The difference is controlled by the

Lieb-Thirring inequality.

• Show that N (−∆ + λṼ )‖∇G‖2
L2 � λ1+ d

2 . If d ≥ 3 and V− ∈ Ld/2, then it follows from

the CLR bound

N (−∆ + λṼ ) ≤ Cd

∫
Rd
|λṼ−|d/2 ≈ Cd

∫
Rd
|λV−|d/2.

In the case d ≤ 2 and/or V− /∈ Ld/2 we need to refine the analysis slightly.

To achieve the matching upper bound, we use the min-max principle

Tr(−∆ + V )− ≤ Tr((−∆ + V )γ), 0 ≤ γ ≤ 1
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with the choice

γ =

∫
Rd

∫
Rd
|Fk,y〉〈Fk,y|1(|2πk|2 + λV (y) < 0)dkdy.

Now let us go to the full proof.

Step 1: Lower bound in the simplest case d ≥ 3 and V− ∈ L1+ d
2 (Rd) ∩ L d

2 (Rd).

By the min-max principle, we can assume V = V− ≤ 0. Assume that −∆ + λV has N

eigenvalues with orthonormal eigenfunctions {ui}Ni=1. By the CLR bound,

N 6 Cd

∫
Rd

|λV−|
d
2 .

We need to prove that

Tr((−∆ + λV )−) =
N∑
i=1

〈ui, (−∆ + λV )ui〉 > −Lcl
1,d

∫
Rd

|λV−|1+ d
2 + o(λ1+ d

2 )λ→∞.

Let us decompose

N∑
i=1

〈ui, (−∆ +λV )ui〉 =
N∑
i=1

〈
ui,
(

(1− ε)(−∆) +λṼ
)
ui

〉
+

N∑
i=1

〈
ui,
(
ε(−∆) +λ(V − Ṽ )

)
ui

〉

with a parameter ε ∈ (0, 1) and Ṽ = G2 ∗ V with a radial function 0 ≤ G ∈ C∞c (Rd),

‖G‖L2 = 1. Recall that Fk,y(x) := e2πik·xG(x− y).

For the first term, we have the coherent state identity

N∑
i=1

〈
ui,
(

(1− ε)(−∆) + Ṽ
)
ui

〉
=

∫
Rd

∫
Rd

(
(1− ε)|2πk|2 + λV (y)

) N∑
i=1

|〈Fk,y, ui〉|2dkdy

−N(1− ε)‖∇G‖2
L2 .

Using the uniform bound

0 6
N∑
i=1

|〈Fk,y, ui〉|2 6 ‖Fk,y‖2
2 = 1, ∀(k, y) ∈ Rd × Rd

we obtain ∫
Rd

∫
Rd

(
(1− ε)|2πk|2 + λV (y)

) N∑
i=1

|〈Fk,y, ui〉|dkdy
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≥
∫
Rd

∫
Rd

[
(1− ε)|2πk|2 + λV (y)

]
− dkdy = −

Lcl
1,d

(1− ε)d/2

∫
Rd
|λV−|1+ d

2 .

For the second term, we use the Lieb-Thirring inequality to get the lower bound

N∑
i=1

〈
ui,
(
ε(−∆) + λ(V − Ṽ )

)
ui

〉
≥ − Cd

εd/2

∫
Rd
|λ(V − Ṽ )−|1+ d

2 .

Combining with the above upper bound on N , we conclude that

Tr((−∆+λV )−) > −
Lcl

1,d

(1− ε)d/2

∫
Rd
|λV−|1+ d

2− Cd
εd/2

∫
Rd
|λ(V −Ṽ )−|1+ d

2−Cd‖∇G‖2
L2

∫
Rd

|λV−|
d
2 .

Therefore,

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) > −
Lcl

1,d

(1− ε)d/2

∫
Rd
|V−|1+ d

2 − Cd
εd/2

∫
Rd
|(V − Ṽ )−|1+ d

2 .

This holds for every ε ∈ (0, 1) and V = G2 ∗ V . Replacing G by

Gn(x) = nd/2G1(nx), n ≥ 1

for a fixed function G1 we find that |Gn|2 ∗ V → V strongly in L1+d/2(Rd) as n→∞ (recall

that we are assuming V = V− ∈ L1+d/2). Thus

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) > −
Lcl

1,d

(1− ε)d/2

∫
Rd
|V−|1+ d

2

for all ε ∈ (0, 1). Finally, sending ε→ 0 we obtain the desired lower bound

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) > −Lcl
1,d

∫
Rd
|V−|1+ d

2 .

Step 2: Lower bound in the general case d ≥ 1 and V− ∈ L1+ d
2 (Rd).

Let us explain how to remove the restriction d ≥ 3 and V− ∈ L
d
2 (Rd).

Removal of the restriction on regularity. First, the additional regularity condition on

V can be removed easily using the Lieb-Thirring inequality. To be precise, let us assume

that we have proved the desired lower bound

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) > −Lcl
1,d

∫
Rd
|V−|1+ d

2
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for all V− ∈ L1(Rd) ∩ L∞(Rd). Now consider a general V satisfying only V− ∈ L1+ d
2 (Rd).

Then for the lower bound, we can focus on the case V = V− ≤ 0. Take a sequence {Vn}∞n=1

such that Vn → V strongly in L1+ d
2 (Rd). Taking ε ∈ (0, 1), we can split

−∆ + λV =
[
(1− ε)(−∆) + λVn

]
+
[
ε(−∆) + λ(V − Vn)

]
.

By the min-max principle (see an exercise below), we have the lower bound

Tr((−∆ + λV )−) ≥ Tr
([

(1− ε)(−∆) + λVn

]
−

)
+ Tr

([
ε(−∆) + λ(V − Vn)

]
−

)
.

By the assumed lower bound for functions in L1 ∩ L∞, we have

lim inf
λ→∞

λ−(1+d/2) Tr
([

(1− ε)(−∆) + λVn

]
−

)
≥ −

Lcl
1,d

(1− ε)d/2

∫
Rd
|Vn|1+ d

2 .

By the Lieb-Thirring inequality

lim inf
λ→∞

λ−(1+d/2) Tr
([
ε(−∆) + λ(V − Vn)

]
−

)
≥ − Cd

εd/2

∫
Rd
|V − Vn|1+ d

2 .

Thus

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) ≥ −
Lcl

1,d

(1− ε)d/2

∫
Rd
|Vn|1+ d

2 − Cd
εd/2

∫
Rd
|V − Vn|1+ d

2 .

Sending n→∞, and then ε→ 0 we obtain the desired lower bound for Tr((−∆ + λV )−).

Exercise. Let A be a self-adjoint operator on a Hilbert space such that A− = A1(A < 0)

is a trace class operator. Prove that

Tr(A−) = inf
0≤γ≤1

Tr(Aγ).

Here we use the convention Tr(Aγ) = Tr(
√
γA
√
γ) = Tr(

√
γA−
√
γ) + Tr(

√
γA+
√
γ).

Removal of the restriction on the dimension. Let us consider d ≤ 2 and prove

lim inf
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) > −Lcl
1,d

∫
Rd
|V−|1+ d

2
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for V = V− ∈ L1(Rd) ∩ L∞(Rd). Introducing the energy cut-off E > 0, we can write

Tr((−∆+λV )−) = Tr((−∆+λV )1(−∆+λV ≤ −E))+Tr((−∆+λV )1(0 > −∆+λV > −E)).

Note that in low dimensions, the number of eigenvalues ≤ −E of −∆ + λV is bounded (see

an exercise below). Therefore, we can prove

Tr((−∆ + λV )1(−∆ + λV ≤ −E)) ≥ −Lcl
1,d

∫
Rd
|λV−|1+ d

2 + o(λ1+ d
2 )

by repeating the proof in Step 1 and replacing the CLR bound by

N (−∆ + λV + E) ≤ CdE
d−4

2

∫
Rd
|λV |2.

This contributes to the error o(λ1+ d
2 ) if we choose E such that

E
d−4

2 λ2 � λ1+d/2 ⇐⇒ E � λ
2−d
4−d .

On the other hand, using the obvious operator inequality

A1(0 > A > −E) ≥ −E1−s|A−|s, ∀s ∈ (0, 1)

with A = −∆ + λV and the Lieb-Thirring inequality we have

Tr((−∆ + λV )1(0 > −∆ + λV > −E)) ≥ −CdE1−s
∫
Rd
|λV |s+

d
2 , ∀1/2 < s < 1.

This contributes to the error o(λ1+ d
2 ) if we choose E such that

E1−sλs+
d
2 � λ1+ d

2 ⇐⇒ E � λ.

Thus eventually we choose λ � E � λ
2−d
4−d and s ∈ (1/2, 1) arbitrary. This conclude the

proof of the lower bound for d ≤ 2.

Exercise. Let 3 ≥ d ≥ 1 and V ∈ L2(Rd). Prove that for every E > 0

N (−∆ + V + E) ≤ CdE
d−4

2

∫
Rd
|V |2.
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Here N (−∆ + V + E) is the number of negative eigenvalue of −∆ + V + E.

Step 3: Upper bound in the case V ∈ L1+ d
2 (Rd) and V− ∈ L

d
2 (Rd).

We use the variational principle (see an exercise above)

Tr((−∆ + λV )−) ≤ Tr((−∆ + λV )γ)

with the choice

γ :=

∫∫
M

|Fk,y〉〈Fk,y|dkdy, M = {(k, y) ∈ Rd × Rd : |2πk|2 + λV (y) < 0}.

Recall the coherent states

Fk,y(x) := e2πik·xG(x− y)

with a radial function 0 ≤ G ∈ C∞c (Rd), ‖G‖L2 = 1. Clearly 0 ≤ γ ≤ 1 (by the resolution of

identity) and

Tr γ = |M| = Lcl
0,d

∫
Rd
|V−|

d
2 <∞.

Thus

Tr [−∆ + λV ]− ≤ Tr [(−∆ + λV )γ] =

∫∫
M

〈Fk,y, (−∆ + λV )Fk,y〉dkdy

Now we calculate

〈Fk,y, (−∆ + λV )Fk,y〉 =

∫
Rd

(
|∇xFk,y(x)|2 + λV (x)|Fk,y(x)|2

)
dx.

The potential part is easy as |Fk,y(x)|2 = |G(x − y)|2. For the kinetic part we use the fact

that G is real-valued:

|∇xFk,y(x)|2 =
∣∣2πike2πik·xG(x− y) + e2πik·x∇xG(x− y)

∣∣2
= |2πk|2 |G(x− y)|2 + |∇xG(x− y)|2.
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Hence,

〈Fk,y, (−∆ + λV )Fk,y〉 =

∫
Rd

(
|2πk|2 |G(x− y)|2 + |∇xG(x− y)|2 + λV (x)|G(x− y)|2

)
dx =

= |2πk|2 + ‖∇G‖2
L2 + (λV ∗G2)(y).

Therefore we conclude that

Tr [−∆ + λV ]− ≤
∫∫
M

〈Fk,y, (−∆ + λV )Fk,y〉dkdy

=

∫∫
M

(
|2πk|2 + ‖∇G‖2

L2 + (λV ∗G2)(y)
)

dkdy

=

∫∫
M

(
|2πk|2 + λV (y)

)
dkdy + λ

∫∫
M

(
(V ∗G2)(y)− V (y)

)
dkdy + ‖∇G‖2

L2 |M|

= −Lcl
1,dλ

1+ d
2

∫
Rd

|V−|1+ d
2 + Lcl

0,dλ
1+ d

2

∫
Rd
|V−|

d
2

(
V ∗G2 − V

)
dy + ‖∇G‖2

L2Lcl
0,dλ

d/2

∫
Rd
|V−|d/2.

Thus

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ −L
cl
1,d

∫
Rd

|V−|1+ d
2 + Lcl

0,d

∫
Rd
|V−|

d
2

(
V ∗G2 − V

)
dy.

We can replace G by Gn(x) = nd/2G1(nx) for a fixed function 0 ≤ G1 ∈ C∞c with ‖G1‖L2(Rd) =

1. Since V ∈ L1+ d
2 , we have V ∗G2

n → V strongly in L1+ d
2 (Rd) when n→∞, and hence by

Hölder inequality∣∣∣ ∫
Rd
|V−|

d
2

(
V ∗G2

n − V
)

dy
∥∥∥ ≤ ‖|V−| d2‖

L1+ 2
d
‖V ∗G2

n − V ‖L1+ d
2

= ‖V−‖
d
2

L1+ d
2
‖V ∗G2

n − V ‖L1+ d
2
→ 0 as n→∞.

Thus we obtain the desired upper bound

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ −L
cl
1,d

∫
Rd

|V−|1+ d
2 .

Step 4: Upper bound for V+ ∈ Lploc(Rd) with some p > max(1, d/2), V− ∈ L1+ d
2 (Rd).
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Let us explain how to remove the restrictions V+ ∈ L1+ d
2 (Rd) and V− ∈ L

d
2 (Rd).

Removal the restriction V+ ∈ L1+ d
2 (Rd). Take V+ ∈ Lploc(Rd) with p > max(1, d/2). For

a technical reason, we assume also that V− ∈ L∞(Rd) and V− has compact support. Then

the proof in Step 3 gives us

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ −L
cl
1,d

∫
Rd

V
1+ d

2
− + Lcl

0,d

∫
Rd
|V−|

d
2

(
V ∗G2 − V

)
dy.

We can decompose∫
Rd
|V−|

d
2

(
V ∗G2 − V

)
=

∫
Rd
|V−|

d
2

(
V− ∗G2 − V−

)
dy +

∫
Rd
|V−|

d
2

(
V+ ∗G2

)
dy

=

∫
Rd
|V−|

d
2

(
V− ∗G2 − V−

)
dy +

∫
Rd

(|V−|
d
2 ∗G2)V+dy

Again, we replace G by Gn(x) = nd/2G1(nx) for a fixed function 0 ≤ G1 ∈ C∞c with

‖G1‖L2(Rd) = 1. Then similarly to Step 3, using V− ∈ L1+ d
2 we have

lim
n→∞

∫
Rd
|V−|

d
2

(
V− ∗G2

n − V−
)

dy = 0.

Since V− and G1 have compact supports, the supports of V− and |V−|
d
2 ∗G2

n are contained in

a ball BR independent of n. Moreover, since V− ∈ L∞ we have |V−|
d
2 ∗G2

n → |V−|d/2 strongly

in any Lq(BR) with 1 ≤ q < ∞. Since V+ ∈ Lploc, we have V+ ∈ Lp(BR), and hence by

Holder’s inequality

lim
n→∞

∫
Rd

(|V−|
d
2 ∗G2

n)V+ = lim
n→∞

∫
BR

(|V−|
d
2 ∗G2

n)V+ =

∫
BR

|V−|
d
2V+ = 0.

Thus we get the desired upper bound

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ −L
cl
1,d

∫
Rd

V
1+ d

2
− .

Removal the restriction in V−. Now we assume only V− ∈ L1+ d
2 (Rd). For every R > 0,

we consider

VR = V+ + V−1(|x| ≤ R)1(|V−| ≤ R).
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Since V ≤ VR, by the min-max principle and the

Tr((−∆ + λV )−) ≤ Tr((−∆ + λVR)−).

Moreover,

(VR)− = V−1(|x| ≤ R)1(|V−| ≤ R)

is compactly supported and uniform bounded. Therefore, by using the above upper bound

for VR we have

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λVR]− ≤ −L
cl
1,d

∫
Rd

|(VR)−|1+ d
2 .

Then by Monotone Convergence Theorem,

lim sup
λ→∞

λ−(1+d/2) Tr [−∆ + λV ]− ≤ −L
cl
1,d lim

R→∞

∫
Rd

|(VR)−|1+ d
2 = −Lcl

1,d

∫
Rd

|V−|1+ d
2 .

This completes the proof of Weyl’s law for the sum of negative eigenvalues.

In the above proof of the upper bound, we have used the standard choice of the trial operator

γ :=

∫
Rd

∫
Rd
|Fk,y〉〈Fk,y|1(|2πk|2 + λV (y) < 0)dkdy.

We can also use a modified trial operator which simplifies the computation a bit.

Exercise. Let d ≥ 1. Assume that V− ∈ L1+ d
2 (Rd) and V+ ∈ Lploc(Rd) with p ≥

max(1, d/2) if d 6= 2 and p > 1 if d = 2. Let Fk,y(x) = e2πik·xG(x − y) with a radial

function 0 ≤ G ∈ C∞c (Rd) satisfying ‖G‖L2(Rd) = 1 and define the operator on L2(Rd)

γ̃ :=

∫
Rd

∫
Rd
|Fk,y〉〈Fk,y|1(|2πk|2 + λ(G2 ∗ V )(y) + ‖∇G‖2

L2 < 0)dkdy.

(i) Prove that

Tr((−∆ + λV )γ̃) = −Lcl
1,d

∫
Rd

∣∣∣(λG2 ∗ V + ‖∇G‖2
L2

)
−

∣∣∣1+ d
2
.
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(ii) Using an appropriate choice of G to deduce that

lim sup
λ→∞

λ−(1+d/2) Tr((−∆ + λV )−) ≤ −Lcl
1,d

∫
Rd
|V−|1+ d

2 .



Chapter 5

Dirichlet Laplacian

Definition (Dirichlet Laplacian). Let Ω be an open set in Rd. Consider −∆ on L2(Ω)

with the core domain C∞c (Ω). Since −∆ ≥ 0, namely

〈u,−∆u〉 =

∫
Ω

|∇u|2 > 0, ∀u ∈ C∞c (Ω),

it defines the Dirichlet Laplacian −∆D by Friedrich’s extension. The quadratic form

domain of −∆D is denoted by H1
0 (Ω).

Remarks:

• If we consider −∆ on L2(Ω) with the core domain C∞(Ω), then we also have −∆ ≥ 0

and it defines the Neumann Laplacian −∆N by Friedrich’s extension. The corre-

sponding quadratic form is H1(Ω) which is the Hilbert space with the natural norm

‖u‖2
H1(Ω) = ‖∇u‖2

L2(Ω) + ‖u‖2
L2(Ω).

Here the derivatives ∇u = (∂x1u, ..., ∂xdu) should be interpreted in the distributional

sense, namely ∫
Ω

(∂xdu)ϕdx = −
∫

Ω

u∂xdϕdx, ∀ϕ ∈ C∞c (Ω).

• In general, H1
0 (Ω) 6= H1(Ω) and −∆D 6= −∆N. The boundary matters here! In

fact, by the definition of the quadratic forms:

H1
0 (Ω) = C∞c (Ω)

H1(Ω)
, H1(Ω) = C∞(Ω)

H1(Ω)
.

70
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In practice, any function in H1
0 (Ω) can be approximated by a function in C∞c (Ω), and

the latter can be think of as a function Rd → C (extended by 0 outside Ω). This

density argument makes the computations on the Dirichlet Laplacian rather similar to

the usual Laplacian on L2(Rd).

• Obviously for any u ∈ H1(Rd), the restriction u|Ω always belong to H1(Ω). The reserve

direction requires the smoothness of the boundary ∂Ω: if the boundary is C1, then

H1(Ω) = {u|Ω : u ∈ H1(Rd)}.

In this case, we also have

H1
0 (Ω) = {u ∈ H1(Ω) : u

∣∣
∂Ω

= 0}.

Here the trace operator u 7→ u
∣∣
∂Ω

, first defined for smooth functions u, can be

extended to be a continuous linear operator H1(Ω)→ L2(∂Ω).

We will need only the following simple fact on H1
0 (Ω).

Lemma. For any open set Ω ⊂ Rd, if u ∈ H1(Ω) and suppu ⊂⊂ Ω, then u ∈ H1
0 (Ω).

Consequently, if u ∈ H1(Rd) and suppu ⊂⊂ Ω, then u|Ω ∈ H1
0 (Ω).

Proof. Because suppu ⊂⊂ Ω there exists a ε > 0 such that

suppu+Bε(0) ⊂ Ω.

Choose

g ∈ C∞c (Rd), supp g ⊂ B1(0),

∫
Rd
g = 1.

Define gn(x) = ndg(nx). Then

gn ∈ C∞c (Rd), supp gn ⊂ Bn−1(0),

∫
Rd
gn = 1.

Denote the function ũ : Rd → C by

ũ =

u(x), if x ∈ Ω

0, if x /∈ Ω
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Then ϕn := ũ ∗ gn ∈ C∞c (Rd),

suppϕn ⊂ supp(ũ) + supp(gn) ⊂ supp(ũ) +Bn−1(0) ⊂⊂ Ω

and ϕn → u strongly in H1(Ω). Thus u ∈ H1
0 (Ω).

5.1 Berezin-Li-Yau inequality

Recall the Lieb-Thirring kinetic inequality: for any orthonormal family {un}Nn=1 in L2(Rd),

N∑
n=1

∫
Rd
|∇un|2 ≥ Kd

∫
Rd
ρ1+ 2

d , ρ(x) =
N∑
n=1

|un(x)|2.

The Lieb-Thirring conjecture states that we actually have

Kd = Kcl
d =

d

d+ 2
· (2π)2

|B1|
2
d

when d ≥ 3.

Here |B1| is the volume of the unit ball in Rd. If we assume that all functions {un} are

supported on a bounded set Ω, then the LT conjecture implies that

N∑
n=1

∫
Ω

|∇un|2 ≥ Kcl
d

∫
Ω

ρ1+ 2
d ≥ Kcl

d

|Ω|2/d
(∫

Ω

ρ
)1+ 2

d
=

Kcl
d

|Ω|2/d
N1+ 2

d .

This weaker inequality has been proved rigorously by Berezin (1972) and Li-Yau (1983),

and it holds in all dimensions d ≥ 1.

Theorem (Berezin-Li-Yau inequality). Let d ≥ 1 and let Ω ⊂ Rd be an open bounded

set. For N ≥ 1 and any orthonormal family {un}Nn=1 in L2(Ω) with un ∈ H1
0 (Ω),

N∑
n=1

∫
Ω

|∇un|2 ≥
Kcl
d

|Ω|2/d
N1+ 2

d , Kcl
d =

d

d+ 2
· (2π)2

|B1|
2
d

.

Proof. By a density argument, we can take un ∈ C∞c (Ω) for all n and think of {un} as

functions Rd → C (extended by 0 outside Ω). Using Fourier transform, we can write

N∑
n=1

∫
Ω

|∇un|2 =
N∑
n=1

∫
Rd

|∇un|2 =
N∑
n=1

∫
Rd

|2πk|2|ûn|2 =

∫
Rd

|2πk|2F (k)dk
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where

0 6 F (k) :=
N∑
i=1

|ûn(k)|2 =
N∑
n=1

∣∣∣∣∣∣
∫
Ω

un(x)e−2πik·xdx

∣∣∣∣∣∣
2

6
∫
Ω

∣∣e−2πik·x∣∣2 dx = |Ω|.

Here we have used the fact that {un} is an orthonormal family in L2(Ω) and Bessel’s inequal-

ity. By the bathtub principle, it is easy to see that the minimum

inf


∫
Rd

|2πk|2F (k)dk

∣∣∣∣∣∣ 0 6 F 6 |Ω|,
∫
Rd
F = N


is attained by

F0(k) = |Ω|1BR(k)

where ball BR = BR(0) is determined by

N =

∫
Rd
F0 = |Ω||BR| = |Ω||B1|Rd ⇐⇒ R =

(
N

|Ω||B1|

) 1
d

.

Thus

N∑
n=1

∫
Ω

|∇un|2 >
∫
BR

|2πk|2|Ω|dk = |Ω|Rd+2

∫
|k|≤1

|2πk|2dk =
d

d+ 2

4π2

|B1|
2
d︸ ︷︷ ︸

=Kcl

1

|Ω| 2d
N1+ 2

d .

As a direct consequence of the Berezin-Li-Yau inequality, we have the lower bound for the

sum of eigenvalues of the Dirichlet Laplacian on Ω.

Exercise. Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set. Let µ1 ≤ µ2 ≤ ... be the

min-max values of the Dirichlet Laplacian −∆D on L2(Ω).

(i) Prove that
N∑
i=1

µi >
Kcl
d

|Ω|2/d
N1+ 2

d , ∀N ≥ 1.
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(ii) Deduce that −∆D has compact resolvent (hence all {µn} are eigenvalues).

(iii) Prove that 0 < µ1 < µ2.

The Berezin-Li-Yau inequality can be rewritten in the following dual form.

Theorem (Berezin-Li-Yau inequality). Let d ≥ 1 and let Ω ⊂ Rd be an open bounded

set. Let µ1 ≤ µ2 ≤ ... be the eigenvalues of the Dirichlet Laplacian −∆D on L2(Ω).

Then for all λ > 0, we have

∞∑
n=1

[µn − λ]− ≥ −Lcl
1,d|Ω|λ1+ d

2 .

Proof. For every N ≥ 1, we have

N∑
n=1

(µn − λ) =
N∑
n=1

µi −Nλ ≥
Kcl
d

|Ω|2/d
N1+ 2

d −Nλ ≥ −Lcl
1,d|Ω|λ1+ d

2 .

Here we have used Young’s inequality

ap

p
+
bq

q
≥ ab, a, b ≥ 0, p, q ≥ 1,

1

p
+

1

q
= 1

and the relation ((
1 +

2

d

)
Kd

)1+ d
2
((

1 +
d

2

)
L1,d

)1+ 2
d

= 1.

Thus we can take N = N(λ) the largest index such that µN(λ) < λ and obtain

∞∑
n=1

[µi − λ]− =

N(λ)∑
n=1

(µi − λ) ≥ −Lcl
1,d|Ω|λ1+ d

2 .

Remark: Heuristically, the above inequality justifies the Lieb-Thirring conjecture

TrL2(Rd)(−∆ + V )− ≥ −Lcl
1,d

∫
Rd
|V−|1+ d

2
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for the hard core potential

V (x) =

−λ if x ∈ Ω,

+∞ if x /∈ Ω.

5.2 Sum of eigenvalues

The lower bound in the Berezin-Li-Yau inequality is sharp in the limit N →∞, namely the

semiclassical constant Kcl
d is optimal.

Theorem (Weyl’s law for the sum of eigenvalues). Let d ≥ 1 and let Ω ⊂ Rd be an

open bounded set. Then the eigenvalues µ1 ≤ µ2 ≤ ... of the Dirichlet Laplacian −∆D

on L2(Ω) satisfy

N∑
i=1

µi =
Kcl
d

|Ω| 2d
N1+ 2

d + o(N1+ 2
d )N→∞, Kcl

d =
d

d+ 2
· (2π)2

|B1|
2
d

.

Proof. The Berezin-Li-Yau inequality gives the lower bound (even without error). It remains

to prove the upper bound

N∑
i=1

µi ≤
Kcl
d

|Ω| 2d
N1+ 2

d + o(N1+ 2
d )N→∞.

Recall that by the min-max principle,

N∑
i=1

µi = inf

{
N∑
i=1

〈ui,−∆Dui〉

∣∣∣∣∣ {ui}Ni=1 ⊂ H1
0 (Ω) orthonormal family in L2(Ω)

}

= inf

{∑
i≥1

λi〈ui,−∆Dui〉

∣∣∣∣∣ {ui}i≥1 ⊂ H1
0 (Ω) an ONF in L2(Ω), 0 < λi ≤ 1,

∑
i

λi = N

}
.

We choose the trial operator γ =
∑

i≥1 λi|ui〉〈ui| using the coherent states:

γ :=

∫
Rd

∫
Rd

1BR(k)1Ω̃(y)|Fk,y〉〈Fk,y| dkdy

with a ball BR = BR(0) and a set Ω̃ ⊂⊂ Ω. Recall that Fk,y(x) = e2πik·xG(x − y) with a

radial function 0 ≤ G ∈ C∞c (Rd) is a radial function. Then γ is a trace class operator on
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L2(Rd) satisfying 0 ≤ γ ≤ 1. Moreover, we can choose R > 0 such that

Tr γ = |Ω̃||BR| = N ⇐⇒ |Ω̃||B1|Rd = N ⇐⇒ R =

(
N

|Ω̃||B1|

) 1
d

.

In particular, we have the spectral decomposition

γ =
∑
i≥1

λi|ui〉〈ui|, 0 < λi ≤ 1,
∑
i≥1

λi = N, {ui} ONF in L2(Rd).

We can also require

suppG ⊂ Bδ(0) with δ :=
1

2
dist(Ω̃,Ωc) > 0.

Then all suppui ⊂ Ω̃ + suppG ⊂⊂ Ω because for any test function ϕ ≥ 0 supported outside

Ω̃ + suppG we have

∑
i≥1

λi

∣∣∣ ∫
Rd
ϕui

∣∣∣2 = Tr(ϕ2γ) =

∫
Rd

∫
Rd

1BR(k)1Ω̃(y) |〈Fk,y, ϕ〉|2︸ ︷︷ ︸
=0

dkdy = 0

(as Fk,y = e2πk cotxG(x− y) and ϕ(x) have disjoint supports). Next, we compute

∑
i≥1

λi

∫
Rd
|∇ui|2 = TrL2(Rd)(−∆γ)

=

∫
Rd

∫
Rd
1BR(0)(k)1Ω̃(y)‖∇Fk,y‖2

L2(Rd)dkdy

=

∫
Rd

∫
Rd
1BR(0)(k)1Ω̃(y)

(
|2πk|2 + ‖∇G‖2

L2

)
dkdy

= |Ω̃|Rd+2

∫
|k|≤1

|2πk|2dk + |Ω̃||BR|‖∇G‖2
L2

=
Kcl
d

|Ω̃| 2d
N1+ 2

d +N‖∇G‖2
L2 .

This calculation also shows that ui ∈ H1(Rd), and hence (ui)|Ω ∈ H1
0 (Ω). Thus in summary,

by the min-max principle we conclude that

N∑
i=1

µi(−∆|D) ≤ Kcl
d

|Ω̃| 2d
N1+ 2

d +N‖∇G‖2
L2 .
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Consequently,

lim sup
N→∞

N−(1+2/d)

N∑
i=1

µi(−∆|D) ≤ Kcl
d

|Ω̃| 2d
.

The latter inequality holds true for any set Ω̃ ⊂⊂ Ω. We can optimize over Ω̃ and use the

inner regularity of Lebesgue measure to conclude that

lim sup
N→∞

N−(1+2/d)

N∑
i=1

µi(−∆|D) ≤ Kcl
d

|Ω| 2d
.

This completes the proof of Weyl’s law for the sum of eigenvalues of −∆|D.

The above formula for the sum of eigenvalues can be rewritten in the following dual form.

Exercise. Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set. Prove that the eigenvalues

µ1 ≤ µ2 ≤ ... of the Dirichlet Laplacian −∆D on L2(Ω) satisfy

∞∑
i=1

[µi − λ]− = −Lcl
1,d|Ω|λ1+ d

2 + o
(
λ1+ d

2

)
λ→∞

Remark: Heuristically, the formula in the above exercise is consistent with the semiclassical

formula

TrL2(R3)(−∆ + λV )− ≈
∫
Rd

∫
Rd

(|2πk|2 + λV (x))−dkdx = −Lcl
1,d

∫
Rd
|λV−|1+d/2

in the case V ≡ −1 on Ω and ≥ 0 (even +∞) elsewhere.

5.3 Distribution of eigenvalues

Now we come to the asymptotic behavior of a single eigenvalue, which goes back to the

original result of Weyl in 1911.

Theorem (Weyl’s law for distribution of eigenvalues). Let d ≥ 1 and let Ω ⊂ Rd be an

open bounded set. Then the eigenvalues µ1 ≤ µ2 ≤ ... of the Dirichlet Laplacian −∆D

on L2(Ω) satisfy

µN =
(2π)2

|B1|
2
d |Ω| 2d

N
2
d + o(N

2
d )N→∞.
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Equivalently, if we denote by N(λ) the number of eigenvalues < λ, then

N(λ) =
|B1||Ω|
(2π)d

λ
d
2 + o(λ

d
2 )λ→∞.

Remark: The above formula of N(λ) is consistent with the semiclassical formula

Tr1(−∆ +λV < 0) ≈
∫
Rd

∫
Rd
1(|2πk|2 +λV (x) < 0)dkdx = Lcl

0,d

∫
Rd
|λV−|d/2, Lcl

0,d =
|B1|

(2π)d

with V ≡ −1 on Ω and ≥ 0 (even +∞) elsewhere.

We will derive the above theorem using Weyl’s law for the sum of eigenvalues and a simple

Tauberian lemma.

Lemma (Tauberian). Given any increasing sequence 0 ≤ µ1 ≤ µ2 ≤ ... and two con-

stants A > 0, a > 0. Then

lim
N→∞

N−1−a
N∑
n=1

µn = A ⇐⇒ lim
N→∞

N−aµN = A(1 + a).

Proof. Assume that

SN :=
N∑
n=1

µn = AN1+a + o(N1+a)N→∞.

Then for every constant ε ∈ (0, 1), with N sufficiently large and m ∈ [εN, εN + 1) we have

|SN − AN1+a| ≤ ε2N1+a, |SN+m − A(N +m)1+a| ≤ ε2(N +m)1+a.

Therefore,

µN ≤
µN+1 + µN+2 + ...+ µN+m

m
=
SN+m − SN

m

≤ A(N +m)1+a − AN1+a + ε2(N +m)1+a + ε2N1+a

m

≤ A(N + εN + 1)1+a − AN1+a + 2ε2(N + εN + 1)1+a

εN

≤ Na
[
A

(1 + ε+N−1)1+a − 1

ε
+ 2ε(1 + ε+N−1)1+a

]
.

Thus

lim sup
N→∞

N−aµN ≤ A
(1 + ε)1+a − 1

ε
+ 2ε(1 + ε)1+a.
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Sending ε→ 0+ we obtain

lim sup
N→∞

N−aµN ≤ A(1 + a).

Similarly, using

µN ≥
µN + µN−1 + ...+ µN−m+1

m

SN − SN−m
m

we find that

lim inf
N→∞

N−aµN ≥ A(1 + a).

Thus

lim
N→∞

N−aµN = A(1 + a).

The reverse direction is left as an exercise.

Exercise. Given an increasing sequence 0 ≤ µ1 ≤ µ2 ≤ ... satisfying

lim
N→∞

N−aµN = A(1 + a)

for two constants A > 0, a > 0. Prove that

lim
N→∞

N−1−a
N∑
n=1

µn = A.

Proof of Weyl’s law for the distribution of eigenvalues. In the previous section we

have proved that

lim
N→∞

N−1− 2
d

N∑
i=1

µi =
Kcl
d

|Ω| 2d
, Kcl

d =
d

d+ 2
· (2π)2

|B1|
2
d

.

Therefore, the Tauberian lemma implies that

lim
N→∞

N−
2
dµN =

Kcl
d

|Ω| 2d

(
1 +

2

d

)
=

(2π)2

|B1|
2
d |Ω| 2d

.

Now consider N(λ) the number of eigenvalues < λ. By definition of N(λ), we have

µN(λ) < λ ≤ µN(λ)+1.

Of course, when λ → ∞ then N(λ) → ∞. Hence by the asymptotic formula of µN for N
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large,

λ =
(2π)2

|B1|
2
d |Ω| 2d

N(λ)
2
d + o(N(λ)

2
d )λ→∞

which is equivalent to

N(λ) =
|B1||Ω|
(2π)d

λ
d
2 + o(λ

d
2 ).

5.4 Pólya conjecture

Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set. Recall Weyl’s law for the eigenvalues

µ1 ≤ µ2 ≤ ... of the Dirichlet Laplacian −∆D on L2(Ω):

µN =
(2π)2

|B1|
2
d |Ω| 2d

N
2
d + o(N

2
d )N→∞.

An important open problem is Pólya’s conjecture:

µN ≥
(2π)2

|B1|
2
d |Ω|2/d

N
2
d , ∀N ≥ 1

which is equivalent to (why?)

N(λ) ≤ |B1||Ω|
(2π)d

λ
d
2 , ∀λ > 0.

The Berezin-Li-Yau inequality follows from Pólya’s conjecture. Clearly

N∑
n=1

µn ≥
(2π)2

|B1|
2
d |Ω|2/d

N∑
n=1

n
2
d ≥ (2π)2

|B1|
2
d |Ω|2/d

∫ N

0

t
2
ddt =

(2π)2

|B1|
2
d |Ω|2/d

(
1+

2

d

)
N1+ 2

d =
Kcl
d

|Ω| 2d
N1+ 2

d .

However, obtaining the sharp lower bound for every eigenvalue is much more difficult.

Nevertheless, using the Berezin-Li-Yau inequality we get the non-optimal bound

µN ≥
1

N

N∑
n=1

µn ≥
Kcl
d

|Ω| 2d
N

2
d =

(2π)2

|B1|
2
d |Ω|2/d

d

d+ 2
N

2
d , ∀N ≥ 1.

Proof of Pólya’s conjecture for cubes. Pólya’s conjecture can be verified easily for cubes.
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By a simple scaling argument, it suffices to consider the case Ω = [0, π]d where the eigenvalues

are given explicitly by

{|x|2 = (x2
1 + ...+ x2

d) |x = (x1, ..., xd) ∈ Nd}.

A key observation is that the number of integer points inside a ball can be controlled by the

volume of the ball. More precisely, any point x = (x1, ..., xd) ∈ Nd} can be associated with

the unit cube

Qx = (x1, x1 − 1)× (x2, x2 − 1)× ...(xd, xd − 1).

Since Qx ∩Qy = ∅ if x 6= y and Qx ⊂ BR(0) ∩ Rd
+ if x ∈ Nd ∩BR(0), we find that

|Nd ∩BR(0)| =
∣∣∣ ⋃
x∈Nd∩BR(0)

Qx

∣∣∣ ≤ 2−d|BR| = 2−dRd|B1|.

Figure: Positive integer points inside a circle

On the other hand, since {µn} is an increasing sequence, there must be at least N points

inside |Nd ∩BR(0)| with R =
√
µN . Thus

N ≤ 2−dµ
d
2
N |B1| ⇐⇒ µN ≥

22

|B1|
2
d

N
2
d =

(2π)2

|B1|
2
d |Ω| 2d

N
2
d , ∀N ≥ 1.



82 CHAPTER 5. DIRICHLET LAPLACIAN

In 1961, Pólya proved

Theorem (Pólya). Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set. Assume that

Ω is a tiling domain, namely we can cover Rd (up to a set of 0 measure) by a union

of disjoint copies of Ω (each copy is obtained from by Ω up to translation, rotation and

reflection). Then the eigenvalues µ1 ≤ µ2 ≤ ... of the Dirichlet Laplacian −∆D on

L2(Ω) satisfy

µN ≥
(2π)2

|B1|
2
d |Ω|2/d

N
2
d , ∀N ≥ 1.

Remark: A cube is a tiling domain, but a ball is not (this case remains open).

Figure: Tiling by hexagonal

Proof. Let us denote by µk(Ω) the k-th eigenvalue of the Dirichlet Laplacian −∆D on L2(Ω).

Step 1. Assuming that we can put N disjoint copies {Ωn}Nn=1 of Ω inside a large cube

Q ⊂ Rd. We will prove

µk(Ω) ≥ µkN(Q), ∀k = 1, 2, ...

Take k ≥ 1. By the min-max principle, for every ε > 0 we can find a subspace Mk(Ω) ⊂
C∞c (Ω) such that dimMk(Ω) = k and

µk(Ω) ≥ sup
u∈Mk(Ω)
‖u‖L2=1

‖∇u‖2
L2 − ε.
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Since each Ωn is a copy of Ω, we find that µk(Ωn) = µk(Ω) and we can also find a subspace

Mk(Ωn) ⊂ C∞c (Ω) such that dimMk(Ωn) = k and

µk(Ω) = µk(Ωn) ≥ sup
u∈Mk(Ωn)
‖u‖L2=1

‖∇u‖2
L2 − ε.

Note that the functions in Mk(Ωn) have disjoint supports to the functions in Mk(Ωm) if

n 6= m. Therefore, the space

M =
N⊕
n=1

Mk(Ωn) = Span
{
u ∈

N⋃
n=1

Mk(Ωn)
}
⊂ C∞c (Q)

has dimM = kN . Then by the min-max principle,

µkN(Ω) ≤ sup
u∈M
‖u‖L2=1

‖∇u‖2
L2 ≤ sup

1≤n≤N
sup

u∈Mk(Ωn)
‖u‖L2=1

‖∇u‖2
L2 ≤ µk(Ω) + ε.

To see the second inequality, we can write any vector ϕ ∈M as

ϕ =
n∑
n=1

ϕn, ϕn ∈Mk(Ωn).

Since {un}Nn=1 has disjoint supports, we find that

∫
Rd
|∇ϕ|2 =

N∑
n=1

∫
Rd
|∇ϕn|2 ≤

N∑
n=1

(∫
Rd
|ϕn|2

)
sup

u∈Mk(Ωn)
‖u‖L2=1

‖∇u‖2
L2

≤ sup
1≤n≤N

sup
u∈Mk(Ωn)
‖u‖L2=1

‖∇u‖2
L2

N∑
n=1

(∫
Rd
|ϕn|2

)
= sup

1≤n≤N
sup

u∈Mk(Ωn)
‖u‖L2=1

‖∇u‖2
L2

∫
Rd
|ϕ|2

Thus we have proved that

µkN(Ω) ≤ µk(Ω) + ε.

Sending ε→ 0 we find the desired inequality µkN(Q) ≤ µk(Ω).

Step 2. Since Pólya’s conjecture holds for cube, we have

µk(Ω) ≥ µkN(Q) ≥ (2π)2

|B1|
2
d |Q|2/d

(kN)
2
d , ∀k ≥ 1.
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This inequality holds for all N ≥ 1 such that we can put at least N disjoint copies of Ω inside

the cube Q ⊂ Rd. Since Ω is a tilling domain, we can choose a very big cube QN ⊂ Rd such

that we can put N disjoint copies of Ω inside QN and at the same time

lim
N→∞

|QN |
N |Ω|

= 1.

Thus for every k ≥ 1, we have

µk(Ω) ≥ (2π)2

|B1|
2
d |QN |2/d

(kN)
2
d →N→∞

(2π)2

|B1|
2
d |Ω|2/d

k
2
d , ∀k ≥ 1

This completes the proof.

Remark: For a general domain Ω, by using the above proof, we find that

µk(Ω) ≥ R(Ω)2/d (2π)2

|B1|
2
d |Ω|2/d

k
2
d , ∀k ≥ 1.

where R(Ω) ∈ (0, 1] is the packing density of Ω, namely the largest fraction of the space

Rd that we can cover by disjoint copies of Ω. Determination the packing density of a ball is

the standard packing problem.

2D Packing problem. For a disc Ω = {x ∈ R2 : |x| < 1}, the packing density is

R(Ω) =
π√
12
≈ 0.9069...

and it is achieved by the “hexagonal packing arrangement”. This optimality was proved by

Lagrange in 1773 for “lattice packings”, by Gauss in 1831 for “periodic packings”, and

finally by Tóth in 1940 for the general case.

3D Packing problem. For a ball Ω = {x ∈ R3 : |x| < 1}, the “sphere packing problem”

is more difficult. In 1611, Kepler conjectured that the optimal parking arrangement is

obtained by a family of “close-packed structures”, leading to

R(Ω) =
π

3
√

2
≈ 0.74048...

This optimality was proved by Gauss in 1831 for “lattice packings” and by Hales in 1998

for the general case but his proof is involving a heavy computer checking of many individual
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cases. Finally, a formal proof was published in 2017 by Hales and collaborators (Forum of

Mathematics, Pi).

8D & 24D Packing problems. In 2016, Viazovska published a surprisingly short solution

for the parking problem in 8 dimensions. Shortly later, she and collaborators solved the

problem in 24 dimensions.

Figure: Circle packing and “Sphere packing”

5.5 Weyl’s conjecture

Recall that Weyl’s law states that the number of eigenvalues < λ of the Dirichlet Laplacian

−∆D on L2(Ω) satifies

N(λ) = Lcl
0,d|Ω|λ

d
2 + o(λ

d
2 )λ→∞, Lcl

0,d =
|BRd(0, 1)|

(2π)d

Weyl’s conjecture (1911) states that the second order term is involving |∂Ω|

N(λ) = Lcl
0,d|Ω|λ

d
2 − 1

4
Lcl

0,d−1|∂Ω|λ
d−1

2 + o(λ
d−1

2 )λ→∞.

(The second order term is negative, so it is consistent with Pólya’s conjecture). This is a hard

problem. A proof of Weyl’s conjecture for a class of smooth domains was given by Ivrii in

1980 (if you really love semiclassical approximation, check Ivrii’s Monsterbook (2007-2019)).

Proof of Weyl’s conjecture for squares.

https://www.cambridge.org/core/journals/forum-of-mathematics-pi/article/formal-proof-of-the-kepler-conjecture/78FBD5E1A3D1BCCB8E0D5B0C463C9FBC 
https://www.cambridge.org/core/journals/forum-of-mathematics-pi/article/formal-proof-of-the-kepler-conjecture/78FBD5E1A3D1BCCB8E0D5B0C463C9FBC 
http://weyl.math.toronto.edu/victor_ivrii/research/monsterbook/monograph-2019-pdf/
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Recall that for Ω = [0, π]2, the eigenvalues of the Dirichlet Laplacian −∆D on L2(Ω) are

given explicitly by

{|x|2 = (x2
1 + x2

2) |x = (x1, x2) ∈ N2}.

Thus

N(λ) =
1

4
(S(
√
λ)− 4b

√
λc − 1)

where the floor function btc is the integer part of t (i.e. btc ≤ t < btc+ 1 ∈ N) and

S(R) := number of integer points inside B(0, R).

The Weyl’s conjecture tells us that for Ω = [0, π]2

N(λ) = Lcl
0,d|Ω|λ

d
2 − 1

4
Lcl

0,d−1|∂Ω|λ
d−1

2 + o(λ
d−1

2 )λ→∞

=
1

4
πλ− λ1/2 + o(λ

1
2 )λ→∞

which is equivalent to

S(R) = πR2 + o(R)R→∞.

The asymptotic estimate for |S(R)−πR2| when R→∞ is called the Gauss circle problem

(1801). Hardy conjectured that

|S(R)− πR2| ≤ O(R1/2+ε)R→∞, ∀ε > 0.

The lower bound is sharp since Hardy and Landau independently showed that the error

cannot be better than O(R1/2 ln(R)). On the other hand, the upper bound remains open.

Gauss himself managed to prove that

|S(R)− πR2| ≤ 2
√

2πR.

Sierpinski (1905) proved that

|S(R)− πR2| ≤ O(Rθ)R→∞, ∀θ > 2

3
≈ 0.66666....

Huxley (2003) proved the currently best bound

|S(R)− πR2| ≤ O(Rθ)R→∞, θ =
131

208
≈ 0.62981...
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Now let us prove |S(R) − πR2| ≤ o(R) which is necessary to justify Weyl’s conjecture for

squares. This means we need to improve Gauss’ bound, which is a nontrivial task.

We start with

Theorem (Poisson summation formula). If f ∈ C∞c (Rd), then

∑
x∈Zd

f(x) =
∑
k∈Zd

f̂(k).

In general, this formula holds if f is sufficiently smooth and decays sufficiently fast (e.g.

f ∈ C∞ and it decays faster than any polynomial).

Proof. Consider the function

F (x) =
∑
y∈Zd

f(x+ y).

Then F : Rd → C is a periodic function (of period 1) and it can be written by the Fourier

series

F (x) =
∑
k∈Zd

ake
2πik·x

where

ak =

∫
[0,1]d

F (x)e−2πik·xdx =
∑
y∈Zd

∫
[0,1]d

f(x+ y)e−2πik·xdx

=
∑
y∈Zd

∫
y+[0,1]d

f(x)e−2πik·xdx =

∫
Rd
f(x)e−2πik·xdx = f̂(k).

Thus ∑
y∈Zd

f(x+ y) = F (x) =
∑
k∈Zd

f̂(k)e2πik·x.

In particular, taking x = 0 we obtain

∑
y∈Zd

f(y) =
∑
k∈Zd

f̂(k).
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Remark: Strictly speaking, the formula

1[0,1]dF (x) =
∑
k∈Zd

f̂(k)e2πik·x

follows from Parseval’s identity on L2([0, 1]d), so in principle it holds pointwise almost every-

where. However, it holds pointwise everywhere because of the continuity of the functions in

both sides, and extends globally because of the periodicity. Thus all we need is that F and∑
k∈Zd f̂(k)e2πik·x are continuous. The condition f ∈ C∞c (Rd) implies that f̂(k) decays faster

than any polynomial when |k| → ∞ (which can be seen by integration by part).

Now we prove

Theorem. Let S(R) be the number of integer points inside B(0, R) ⊂ R2. Then

|S(R)− πR2| ≤ O(R2/3)R→∞.

Proof. The proof is due to Hugh Montgomery.

Step 1. Note that

S(R) =
∑
x∈Z2

1BR(0)(x).

We want to use the Poisson summation formula, and hence we will replace 1BR(0) by smooth

functions. Fix a radial function

0 ≤ ϕ1 ∈ C∞c (B1(0)),

∫
Rd
ϕ1 = 1

and define for some parameter 1� h > 0

ϕh(x) = h−2ϕ1(x/h), 0 ≤ ϕh ∈ C∞c (R2),

∫
Rd
ϕh = 1.

For every r > 0 we denote

fr(x) = ϕh ∗ 1Br(0)(x) =

∫
Br(0)

ϕh(x− y)dy.
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Since fr ∈ C∞c , we have Poisson summation formula

S̃(r) :=
∑
x∈Z2

fr(x) =
∑
k∈Z2

f̂r(k).

Moreover, clearly

fR−h ≤ 1BR(0) ≤ fR+h =⇒ S̃(R− h) ≤ S(R) ≤ S̃(R + h)

Step 2. It remains to estimate |S̃(r) − πr2|. In the sum S̃(r) =
∑

k∈Z2 f̂r(k) the main

contribution comes from k = 0, namely

f̂r(0) =

∫
R2

fr =

∫
R2

ϕh

∫
R2

1Br(0) = πr2.

Thus it remains to bound
∑

k 6=0 f̂r(k). For k 6= 0, we have

f̂r(k) = ϕ̂h(k)1̂Br(0)(k) = ϕ̂1(hk)r21̂B1(0)(rk) = ϕ̂1(hk)r2J1(2πr|k|)
r|k|

with the Bessel function

J1(t) =
1

iπ

∫ π

0

eit cos θ cos θdθ.

Here we used the fact that

ϕ̂h(k) =

∫
R2

e−2πik·xϕh(x)dx =

∫
R2

e−2πi(kh)·(x/h)h−2ϕ1(x/h)dx

=

∫
R2

e−2πi(kh)·yϕ1(y)dy = ϕ̂1(hk)

(with the variable y = x/h) and similarly

r−21̂Br(0)(k) = ϕ̂1(rk).

Moreover, since 1B1(0) is radial, its Fourier transform is also radial and can be computed as

1̂B1(0)(k) = 1̂B1(0)(|k|, 0) =

∫∫
|x1|2+|x2|2<1

e−2πi|k|x1dx1dx2 =

∫ 1

−1

e−2πi|k|x12
√

1− x2
1dx1

=

∫ π

0

e2πi|k| cos θ2(sin θ)2dθ
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= − 1

πi|k|

∫ π

0

d

dθ

(
e2πi|k| cos θ

)
sin θdθ

=
1

πi|k|

∫ π

0

e2πi|k| cos θ cos θdθ =
J1(2π|k)

|k|
.

Here we have changed the variable x1 = − cos θ and used the integration by part. We need

the following bound.

Exercise. Prove that J1(t) ≤ Ct−1/2 for all t > 0.

Moreover, since ϕ1 ∈ C∞c , ϕ̂1 ∈ L∞ and it decays faster than any polynomial. Thus

|f̂r(k)| = |ϕ̂1(hk)| r
|k|
J1(r|k|) ≤ C`r

1/2

(h|k|)`|k|3/2
, ∀` ≥ 0.

Take a cut-off K > 0. We have

∑
0<|k|≤K

|f̂r(k)| ≤
∑

0<|k|≤K

Cr1/2

|k|3/2
≤ Cr1/2K1/2.

and ∑
|k|>K

|f̂r(k)| ≤
∑
|k|>K

Cr1/2

h|k|5/2
≤ C

r1/2

hK1/2
.

Thus ∑
k 6=0

|f̂r(k)| ≤ Cr1/2K1/2 + C
r1/2

hK1/2
.

Optimizing over K > 0 we find that

|S̃(r)− πr2| =
∑
k 6=0

|f̂r(k)| ≤ C
r1/2

h1/2
.

Step 3. We have

π(R− h)2 − C (R− h)1/2

h1/2
≤ S̃(R− h) ≤ S(R) ≤ S̃(R + h) ≤ π(R + h)2 + C

(R + h)1/2

h1/2

and hence

|S(R)− πR2| ≤ CRh+ C
R1/2

h1/2
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Optimizing over h (i.e. taking h ∼ R−1/3) we obtain

|S(R)− πR2| ≤ CR2/3.

5.6 Can one hear the shape of a drum?

So far, we have seen that from the eigenvalues of the Dirichlet Laplacian on L2(Ω), we can

reconstruct some geometric properties of Ω, e.g. |Ω| or |∂Ω|. Thus it is a natural question

that: can one completely determine Ω (up to usual symmetries) from all of its Dirichlet

eigenvalues? This was made popular by Kac (1966) in his paper “Can one hear the shape

of a drum?”

A negative answer was found immediately by Milnor who proved the existence of two

tori in 16-dimensions which have the same eigenvalues but with different shapes. However,

counter examples in 2 dimensions was found only in 1992 by Gordon-Webb–Wolpert, using

a sufficient condition for isospectrality by Sunada. In the following, we will represent a 2D

example by Buser-Conway-Doyle-Semmler (1994) via their transplantation method

(see Okada-Shudo (2001) for the relation between two methods).

2D example by transplantation method. Clearly the two domains Ω1 and Ω2 in the

figure below have different shapes. Let us prove that they have the same Dirichlet eigenvalues.

Let u be an eigenfunction on Ω1 with eigenvalue µ, namely

−∆u = µu on Ω1, u|∂Ω1 = 0.

Let us construct an eigenfunction v on Ω2 with the same eigenvalue µ as follows.

• We divide each domain into 7 congruent triangles.

• We decompose u =
∑7

i=1 ui where ui is the restriction on the i-th triangle of Ω1.

Similarly, we decompose v =
∑7

i=1 vi on Ω2.

• Each vi is the linear combination of three uj’s, for example v1 = u5 − u7 − u4.

The full information of the definition of vi’s can be found in the figure below. The rules are:

https://www.math.ucdavis.edu/~hunter/m207b/kac.pdf
https://www.math.ucdavis.edu/~hunter/m207b/kac.pdf
https://arxiv.org/abs/nlin/0105068
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• On Ω1, the triangles with red numbers (1, 3, 5) are oriented clockwise, and the triangles

with blue numbers (2, 4, 6, 7) are oriented counter-clockwise.

• On Ω2, if a number comes with + sign, then it keeps its orientation as in Ω1; and if a

number comes with − sign, then it changes its orientation from Ω1. For example, +1

and −2 are clockwise, −1 and +2 are counter-clockwise.

• We transform the functions ui from triangles of Ω1 to put in triangles in Ω2. In each

triangle in Ω2, if the number i comes with + (i.e. it has the same orientation as in Ω1),

we simply transform ui by translation and rotation; however if the number i comes

with − (i.e. it changes the orientation), then we also transform ui by reflection.

For example, in the first triangle of Ω2, we see 5 − 7 − 4. This means in that triangle

we set

v1 = u5 − u7 − u4

where u5 is transform directly from Ω1, while u7 and u4 are also reflected.

Figure: Two isospectral domains with different shapes
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Why v constructed this way is an eigenfunction on Ω2 with eigenvalue µ?

• First, we have ∆u = µu in the interior part of each triangle in Ω1, so obviously ∆v = µv

on the interior part of each triangle of Ω2.

• Second, we have to check that v vanishes on the boundary of Ω2.

• Third, we have to check that v is smooth inside Ω2, namely it is smoothly connected

on the joint boundary of the triangles of Ω2.

Finally, we have to check that the multiplicity of eigenvalues are the same in Ω1 and Ω2. This

means that the transplantation is invertible. Fortunately, this is true for this example.

On the other direction, Zelditch proved a positive answer for 2D sets which are convex

with analytic boundary. An open question is that whether the convexity can be relaxed?



Chapter 6

Neumann Laplacian

Definition (Neumann Laplacian). Let Ω be an open set in Rd. The Neumann Lapla-

cian −∆N on L2(Ω) is defined by Friedrich’s extension via the quadratic form formula

〈u,−∆Nu〉 =

∫
Ω

|∇u|2 > 0, ∀u ∈ C∞(Rd).

The quadratic form domain of −∆N is H1(Ω).

• Recall that H1(Ω) is a Hilbert space with the norm

‖u‖2
H1(Ω) = ‖∇u‖2

L2(Ω) + ‖u‖2
L2(Ω).

Here the derivatives are interpreted in the distributional sense, namely∫
Ω

(∂xdu)ϕdx = −
∫

Ω

u∂xdϕdx, ∀ϕ ∈ C∞c (Ω).

More generally, we can define

Hm(Ω) = {u ∈ L2(Ω), Dαu ∈ L2(Ω) for all |α| ≤ m}

where the weak derivatives are defined by∫
Ω

(Dαu)ϕ = (−1)|α|
∫

Ω

uDαϕ, ∀ϕ ∈ C∞c (Ω).

94
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• If µ is an eigenvalue of the Neumann Laplacian with eigenfunction u

−∆Nu = µu

then by the definition of the quadratic form,∫
Ω

∇f · ∇u = µ

∫
Ω

fu, ∀f ∈ H1(Ω).

On the other hand, by simply integrating the equation −∆Nu = µu and using Green?s

formula we have

µ

∫
Ω

fu =

∫
Ω

f(−∆Nu) =

∫
Ω

∇f · ∇u−
∫
∂Ω

f
∂u

∂n
dσ

where dσ is the surface measure on the boundary ∂Ω and

∂u

∂n
= ∇u · n

is called the outward normal derivative. Here n = (n1, ...,nd) is the unit normal

vector to ∂Ω. Thus we obtain∫
∂Ω

f
∂u

∂n
dσ = 0, ∀f ∈ C2(Rd)

which implies that
∂u

∂n
= 0 on ∂Ω.

The latter is called the Neumann boundary condition. In comparison, the Dirich-

let boundary conditon is u = 0 on ∂Ω.

• It is easy to see that the eigenvalues (or min-max values) of the Neumann Laplacian

−∆N are smaller than that of the Dirichlet Laplacian−∆D. We always have µ1(−∆N) =

0 < µ1(−∆D). More generally, by the min-max principle, for all N ≥ 1 we have

µn(−∆D) = inf
M⊂H1

0 (Ω)
dimM=n

max
u∈M
‖u‖L2=1

∫
Ω

|∇u|2 ≥ inf
M⊂H1(Ω)
dimM=n

max
u∈M
‖u‖L2=1

∫
Ω

|∇u|2 = µn(−∆N)

If −∆N has compact resolvent, then all µn(−∆N) are eigenvalues, and the stronger

inequality µn(−∆D) ≥ µn+1(−∆N) holds (called Friedlander’s inequality).
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6.1 Essential spectrum vs. Compact resolvent

Unlike the Dirichlet Laplacian on any bounded set always has compact resolvent, the bound-

edness of the domain is not enough to ensure that the Neumann Laplacian has compact

resolvent. Putting differently, when Ω is bounded, the embedding H1
0 (Ω) ⊂ L2(Ω) is always

compact, but the embedding H1(Ω) ⊂ L2(Ω) is not necessarily compact.

Trivial example: We can take Ω = ∪nn=1Bn be a union of disjoint balls. The functions

un =
1Bn
|Bn|1/2

are orthonormal in L2(Ω) and all have
∫

Ω
|∇un|2 = 0. Thus µn(−∆N) = 0 for all n ≥ 1. In

this example, however, Ω is not connected.

Example “Rooms and Passages” (Courant and Hilbert). Let Ω ⊂ R2 be a union of a

sequence of “rooms” and “passages” where

• the n-th room is a rectangle of size an × bn.

• the n-th passage is a rectangle of size εn × bn.

Figure: Rooms and Passages

Now the set Ω is simply connected and it is bounded if
∑

n bn < ∞. On the n-th room, we

can take the function un ∼ (anbn)−1/2 and interpolate it to 0 linearly up to the middle points
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of the connected passages. Thus {un}n≥1 are orthonormal in L2(Ω) and∫
Ω

|∇un|2 ≤
((anbn)−1/2

bn

)2

× εnbn =
εn
anb2

n

.

This can be made small uniformly in n by taking εn � anb
2
n.

By modifying this example, Hempel-Seco-Simon (1990) proved

Theorem. For any d ≥ 1 and any close set S ⊂ [0,∞), there exists an open, connected,

bounded subset Ω ⊂ Rd such that the spectrum of the Neumann Laplacian on L2(Ω) is

equal to S.

Thus to ensure that −∆N has compact resolvent, i.e. the embedding H1(Ω) ⊂ L2(Ω) is

compact, we need something more than the usual requirement of the boundedness of Ω. A

sufficient condition is that ∂Ω is sufficiently smooth (e.g. C1), or more generally that Ω is

an extension domain.

6.2 Extension domains

Clearly, if u ∈ H1(Rd), then u|Ω ∈ H1(Ω). More generally, if Ω ⊂ Ω̃, then we have the

obvious restriction H1(Ω) ⊂ H1(Ω̃). Reversely, the extension is less trivial and requires

some conditions on the boundary ∂Ω.

Definition (Extension domains). Let Ω ⊂ Rd be an open set. We call Ω an extension

domain if there exists an extension operator E : H1(Ω)→ H1(Rd) such that

(Eu)|Ω = u, ‖Eu‖L2(Rd) ≤ C‖u‖L2(Ω), ‖Eu‖H1(Rd) ≤ C‖u‖H1(Ω).

To illustrate the idea, we have

Lemma (Extension by reflection). Consider the half-space Ω = Rd−1 × R+ = {x =

(x1, ..., xd) : xd > 0}. For any function u : Ω→ C we define the extension Eu : Rd → C
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by

Eu(x) =

u(x), if xd > 0,

u(x1, ..., xd−1,−xd), if xd < 0.

If u ∈ H1(Ω), then Eu ∈ H1(Rd).

Proof. Clearly Eu ∈ L2(Rd) and ‖Eu‖2
L2(R2) = 2‖u‖L2(Ω).

For the derivatives, let us denote another extension Ẽ by

Ẽu(x) =

u(x), if xd > 0,

−u(x1, ..., xd−1,−xd), if xd < 0.

Then we have

∂xjEu =

E∂xju, if j = 1, 2, ..., d− 1,

Ẽ∂xju, , if j = d.

In fact, for every test function ϕ ∈ C∞c (Rd) we can write: for any j = 1, 2, ..., d− 1∫
Rd

(Eu)(x)∂xjϕ(x)dx =

∫
Ω

u(x)∂xjϕ(x)dx+

∫
Ωc
u(x1, ...xd−1,−xd)∂xjϕ(x)dx

= −
∫

Ω

(∂xju)(x)ϕ(x)dx−
∫

Ωc
(∂xju)(x1, ...xd−1,−xd)ϕ(x)dx

= −
∫

Ω

(E∂xju)(x)ϕ(x)dx−
∫

Ωc
(E∂xju)(x1, ...xd−1, xd)ϕ(x)dx

= −
∫
Rd

(E∂xju)(x)ϕ(x)dx

and for j = d,∫
Rd

(Eu)(x)∂xdϕ(x)dx =

∫
Ω

u(x)∂xdϕ(x)dx+

∫
Ωc
u(x1, ..., xd,−xd)∂xdϕ(x)dx

= −
∫

Ω

(∂xdu)(x)ϕ(x)dx−
∫

Ωc
(−∂xdu)(y,−xd)ϕ(x)dx

= −
∫

Ω

(Ẽ∂xju)(x)ϕ(x)dx−
∫

Ωc
(Ẽ∂xju)(y, xd)ϕ(x)dx

= −
∫
Rd

(Ẽ∂xju)(x)ϕ(x)dx.
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Hence ∫
Rd
|∇(Eu)|2 =

d−1∑
j=1

∫
Rd
|E∂xju|2 +

∫
Rd
|Ẽ∂xdu|2

= 2
d−1∑
j=1

∫
Ω

|∂xju|2 + 2

∫
Ω

|∂xdu|2 = 2

∫
Rd
|∇u|2.

Thus Eu ∈ H1(Rd) since ‖Eu‖2
H1(Rd)

= 2‖u‖2
H1(Ω) <∞.

Similarly, if Ω ⊂ Rd−1 × R+, we can extend functions in H1(Ω) to functions in H1(Ω̃) with

Ω̃ = Ω ∪ {(x1, ..., xd−1,−xd) : (x1, ..., xd) ∈ Ω}

by setting for any u : Ω→ C the extension ũ : Ω̃→ C by

ũ(x) =

u(x), if x ∈ Ω+,

u(x1, ..., xd−1,−xd), if x ∈ Ω− < 0.

By repeating this procedure a few times. Moreover, note that ϕu ∈ H1(Rd) if ϕ ∈ C∞c (Rd)

and u ∈ H1(suppϕ). Thus we can get H1(Rd)-extension for several simple domains, e.g.

cubes.

Figure: Extension by reflection

This technique can be made general by

Definition. Let Q = BRd−1(0, 1)× (−1, 1) = Q+ ∪Q− ∪Q0 with

Q+ = BRd−1(0, 1)× (0, 1), Q− = BRd−1(0, 1)× (−1, 0), Q0 = BRd−1(0, 1)× {0}.
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Let Ω ⊂ Rd be an open set. We say that ∂Ω ∈ C1 if for every x ∈ ∂Ω, there exists an

open set x ∈ U ⊂ Rd and a bijective map Θ : Rd → Rd such that

Θ,Θ−1 ∈ C1, Θ(U) = Q, Θ(U ∩ Ω) = Q−, Θ(U ∩ ∂Ω) = Q0.

Figure: C1 boundary

Theorem. Let Ω ⊂ Rd be an open bounded set with ∂Ω ∈ C1. Then Ω is an extension

domain.

Proof. Since ∂Ω is compact and C1 smooth, it can be covered by finitely many open sets

U1, ..., Uk ⊂ Rd such that in each set Ui we can find a bijective map Θi : Rd → Rd such that

Θi,Θ
−1
i ∈ C1, Θi(Ui) = Q, Θi(Ui ∩ Ω) = Q−, Θi(Ui ∩ ∂Ω) = Q0.

Moreover, we can find smooths function {ϕi}ki=0 ⊂ C∞(Rd) such that

• 0 ≤ ϕi ≤ 1 for all i,
∑k

i=0 ϕi ≡ 1.

• suppϕi ⊂⊂ Ui for all i 6= 0, suppϕ0 ⊂⊂ Rd\∂Ω.

Then for every u ∈ H1(Ω), we can decompose

u =
k∑
i=0

ϕiu.

Let us extend each functions ϕiu to Rd.

Extension of ϕiu with i 6= 0. Define

vi = u(Θ−1
i (y)), ∀y ∈ Q−.
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Then vi ∈ H1(Q−) (we can compute the derivative by the chain rule since Θ−1
i ∈ C1). By

reflection, we can extend vi to ṽi ∈ H1(Q). Then we can transfer back the variable using Θ

and define the extension E(ϕiu) : Rd → C

E(ϕiu) =

ϕi(x)ṽi(Θi(x)), if x ∈ Ui,

0, if x ∈ Rd\Ui.

Clearly E(ϕiu) ∈ H1(Rd) since ṽi(Θi(x)) ∈ H1(Ui) and ϕi ∈ C∞c (Ui).

Extension of ϕ0u. We simply define the extension E(ϕ0u) : Rd → C by

E(ϕ0u) =

ϕ0(x)u(x), if x ∈ Ω,

0, if x ∈ Rd\Ω.

Clearly E(ϕ0u) ∈ H1(Rd) since u ∈ H1(Ω) and suppϕ0 ⊂⊂ Rd\∂Ω.

Conclusion: The function

Eu =
k∑
i=0

E(ϕiu) ∈ H1(Rd)

is an extension of u. It is easy to check that

‖Eu‖L2(Rd) ≤ C‖u‖L2(Ω), ‖Eu‖H1(Rd) ≤ ‖u‖H1(Ω)

for a constant C independent of u.

The concept of extension domains is important because it gives a sufficient condition for the

compact embedding H1(Ω) ⊂ H1(Rd).

Theorem. Let Ω ⊂ Rd be an open bounded set. If Ω is an extension domain, then the

embedding H1(Ω) ⊂ L2(Ω) is compact. Consequently, the Neumann Laplacian on L2(Ω)

has compact resolvent.

Proof. We assume that un ⇀ 0 weakly in H1(Ω) and prove that un → 0 strongly in L2(Ω).

The condition un ⇀ 0 weakly in H1(Ω) implies that

• un ⇀ 0 weakly in L2(Ω), since H1-norm is stronger than L2-norm;

• un is bounded in H1(Ω), by Banach-Steinhaus theorem.
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Let E : H1(Ω)→ H1(Rd) be an extension operator. Then Eun is bounded in H1(Rd). Thus

up to a subsequence, we can assume that

Eun ⇀ g weakly in H1(Rd)

by Banach-Alaoglu theorem. By Sobolev embedding theorem, we obtain 1ΩEun → 1Ωg

strongly in L2(Rd), namely

un → g|Ω strongly in L2(Ω).

Since un ⇀ 0 weakly in L2(Ω), we conclude that g|Ω = 0, and hence un → 0 strongly in

L2(Ω). Since the limit is unique, this convergence holds for the whole sequence. Thus the

embedding H1(Ω) ⊂ L2(Ω) is compact.

This implies that (−∆N + 1)−1 is a compact operator. Indeed, if un ⇀ 0 weakly in L2(Ω),

then

vn := (−∆N + 1)−1un → 0

strongly in L2(Ω) as follows. Since un ⇀ 0 weakly in L2(Ω) and (−∆N + 1)−1 is bounded,

vn ⇀ 0 weakly in L2(Ω). Moreover,

‖vn‖2
H1(Ω) = 〈vn, (−∆N + 1)vn〉L2(Ω) = 〈vn, un〉L2(Ω) ≤ ‖un‖L2(Ω)‖vn‖L2(Ω)

is bounded. Since H1(Ω) ⊂ L2(Ω) is compact, up to a subsequence, vn → v strongly in

L2(Ω). Since vn ⇀ 0 weakly in L2(Ω), we must have v = 0. This completes the proof.

Remark: For any open bounded set Ω ⊂ Rd, the embedding H1
0 (Ω) ⊂ L2(Ω) is always

compact since H1
0 (Ω) can be always extended to H1(Rd) “by 0 from outside”.

Exercise. Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set. Define the extension

ũ : Rd → C by

ũ(x) =

u(x), if x ∈ Ω,

0, if x /∈ Ω.
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Prove that if u ∈ H1
0 (Ω), then ũ ∈ H1(Rd) and

∇ũ(x) =

∇u(x), if x ∈ Ω,

0, if x /∈ Ω.

6.3 Kröger’s inequality

Many semiclassical estimates for Dirichlet eigenvalues change the direction for Neumann

eigenvalues. For example, we have the following reverse Berezin-Li-Yau inequality.

Theorem (Kröger’s inequality). Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set such

that the embedding H1(Ω) ⊂ L2(Ω) is compact. Then the eigenvalues µ1 < µ2 ≤ ... of

the Neumann Laplacian −∆N on L2(Ω) satisfy

N∑
n=1

µn ≤
Kcl
d

|Ω|2/d
N1+ 2

d , Kcl
d =

d

d+ 2
· (2π)2

|B1|
2
d

.

Proof. Let {un}n≥1 be an orthonormal basis of eigenfunctions of −∆N. Then

−∆Nun = µnun

and hence 〈
∇f,∇un

〉
L2(Ω)

= µn

〈
f, un

〉
L2(Ω)

, ∀f ∈ H1(Ω).

By the min-max principle, we know that

µN = inf
u⊥u1,...,uN−1

‖u‖L2(Ω)=1

∫
Ω

|∇u|2.

For any function f ∈ H1(Ω), clearly

v := f −
N−1∑
n=1

〈un, f〉L2(Ω)un

is orthogonal to all u1, ..., uN−1 in L2(Ω). Hence∫
Ω

|∇v|2 ≥ µN

∫
Ω

|v|2.
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By the definition of v, we can compute

∫
Ω

|v|2 =

∫
Ω

|f |2 −
N−1∑
n=1

∣∣∣〈un, f〉L2(Ω)

∣∣∣2
and∫

Ω

|∇v|2 =

∫
Ω

∣∣∣∇f − N−1∑
n=1

〈un, f〉L2(Ω)∇un
∣∣∣2

=

∫
Ω

|∇f |2 − 2<
(N−1∑
n=1

〈un, f〉L2(Ω)

〈
∇f,∇un

〉
L2(Ω)

)
+

N−1∑
n=1

|〈un, f〉L2(Ω)|2
∫

Ω

|∇un|2

=

∫
Ω

|∇f |2 − 2<
(N−1∑
n=1

〈un, f〉L2(Ω)µn

〈
f, un

〉
L2(Ω)

)
+

N−1∑
n=1

|〈un, f〉L2(Ω)|2µn

=

∫
Ω

|∇f |2 −
N−1∑
n=1

µn|〈un, f〉L2(Ω)|2.

Here we have used the fact that un are eigenfunctions of −∆N. Thus in summary,

∫
Ω

|∇f |2 −
N−1∑
n=1

µn|〈un, f〉L2(Ω)|2 ≥ µN

(∫
Ω

|f |2 −
N−1∑
n=1

∣∣∣〈un, f〉L2(Ω)

∣∣∣2), ∀f ∈ H1(Ω).

In particular, we can choose f(x) = e2πik·x for k ∈ Rd and obtain

|2πk|2|Ω| −
N−1∑
n=1

µn|1̂Ωun(k)|2 ≥ µN

(
|Ω| −

N−1∑
n=1

|1̂Ωun(k)|2
)
, ∀k ∈ Rd.

Integrating over k ∈ BR(0) ⊂ Rd we get

∫
BR

dk|2πk|2|Ω| −
N−1∑
n=1

µn

∫
BR

dk|1̂Ωun(k)|2 ≥ µN

(
|BR||Ω| −

∫
BR

dk
N−1∑
n=1

|1̂Ωun(k)|2
)
.

Now we choose R such that

N = |Ω||BR| = |Ω||B1|Rd ⇐⇒ R =

(
N

|Ω||B1|

) 1
d

.
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This gives∫
BR

|2πk|2|Ω|dk = |Ω|Rd+2

∫
|k|≤1

|2πk|2dk =
d

d+ 2

4π2

|B1|
2
d︸ ︷︷ ︸

1

|Ω| 2d
N1+ 2

d =
Kcl
d

|Ω| 2d
N1+ 2

d .

In conclusion, we have proved that

Kcl
d

|Ω| 2d
N1+ 2

d −
N−1∑
n=1

µn

∫
BR

dk|1̂Ωun(k)|2 ≥ µN

(
N −

N−1∑
n=1

∫
BR

dk|1̂Ωun(k)|2
)

which is equivalent to

Kcl
d

|Ω| 2d
N1+ 2

d −
N∑
n=1

µn ≥ µN

N−1∑
n=1

(
1−

∫
BR

dk|1̂Ωun(k)|2
)
−

N−1∑
n=1

µn

(
1−

∫
BR

dk|1̂Ωun(k)|2
)
.

The right side is ≥ 0 because for every n = 1, 2, ..., N − 1 we have µN ≥ µn and∫
BR

dk|1̂Ωun(k)|2 ≤
∫
Rd

dk|1̂Ωun(k)|2 =

∫
Rd

dx|(1Ωun)(x)|2 =

∫
Ω

dx|un(x)|2 = 1.

Thus
Kcl
d

|Ω| 2d
N1+ 2

d −
N∑
n=1

µn ≥ 0.

6.4 Lieb–Thirring inequality for Neumann Laplacian

Recall the standard Lieb–Thirring kinetic inequality: For every d ≥ 1, there exists a constant

Kd > 0 such that for all N ≥ 1 and for all orthonormal functions {un}Nn=1 in L2(Rd), then

N∑
n=1

∫
Rd

|∇un|2 > Kd

∫
Rd

ρ1+ 2
d , ρ(x) =

∑
n

|un(x)|2.

The following generalization will be useful
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Exercise. Let d ≥ 1. Let N ≥ 1 and let {un}Nn=1 ⊂ H1(Rd) satisfy

N∑
n=1

|un〉〈un| ≤ 1 on L2(Rd).

Then
N∑
n=1

∫
Rd

|∇un|2 > Kd

∫
Rd

ρ1+ 2
d , ρ(x) =

∑
n

|un(x)|2.

The constant Kd > 0 is the same as in the case of orthonormal functions.

This inequality can be also written in the compact form: for any trace class operator 0 ≤
γ ≤ 1 on L2(Rd), then

Tr(−∆γ) ≥ Kd

∫
Rd
ρ1+2/d
γ .

Here Tr(−∆γ) := Tr(
√
−∆γ

√
−∆) and ργ(x) =

∑
n |un(x)|2 if γ =

∑
n |un〉〈un|.

Now we want to extend the above inequality for functions in L2(Ω) with an open bounded

set Ω ⊂ Rd.

• This inequality extended immediately to the Dirichlet Laplacian, namely if {un}n ⊂
H1

0 (Ω) and
∑N

n=1 |un〉〈un| ≤ 1 on L2(Ω), then

N∑
n=1

∫
Ω

|∇un|2 > Kd

∫
Ω

ρ1+ 2
d , ρ(x) =

N∑
n=1

|un(x)|2.

The reason is that the extension H1
0 (Ω)→ H1(Rd) is trivial (we simply set u|Ωc ≡ 0).

• The analogue for Neumann Laplacian is less obvious since the extension H1(Ω) →
H1(Rd) is more complicated.

Theorem (Lieb–Thirring kinetic inequality for Neumann Laplacian). Let d ≥ 1 and

let Ω ⊂ Rd be an open bounded set with ∂Ω ∈ C1. Let N ≥ 1 and let {un}Nn=1 ⊂ H1(Ω)

such that
∑N

n=1 |un〉〈un| ≤ 1 on L2(Ω). Then

N∑
n=1

∫
Ω

|∇un|2 > KΩ

∫
Ω

ρ1+ 2
d −

∫
Rd
ρ, ρ(x) =

∑
n

|un(x)|2



6.4. LIEB–THIRRING INEQUALITY FOR NEUMANN LAPLACIAN 107

for a constant KΩ > 0 independent of N and {un}Nn=1.

Our idea is to use the extension operator E : H1(Ω) → H1(Rd) (which requires ∂Ω ∈ C1)

and then apply the standard Lieb–Thirring inequality for L2(Rd). The key observation is

that the extension operator does not destroy the orthogonality too much.

Lemma. Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set with ∂Ω ∈ C1. Let

E : H1(Ω)→ H1(Rd) be the extension operator constructed in a previous section. Then

for every N ≥ 1, if
N∑
n=1

|un〉〈un| ≤ 1 on L2(Ω),

then
N∑
n=1

|Eun〉〈Eun| ≤ CΩ on L2(Rd)

Here the constant CΩ is independent of N and {un}Nn=1.

Proof. First let us quickly recall the definition of E. We cover ∂Ω by J open sets {Uj}Jj=1

such that in each set Ui we can find a bijective map Θi : Rd → Rd such that

Θi,Θ
−1
i ∈ C1, Θi(Ui) = Q, Θi(Ui ∩ Ω) = Q−, Θi(Ui ∩ ∂Ω) = Q0.

Then we use a partition of unity 1 =
∑J

j=0 ϕj on Rd with {ϕj}Jj=0 ⊂ C∞(Rd) such that

0 ≤ ϕj ≤ 1, suppϕj ⊂⊂ Uj ∀j 6= 0, suppϕ0 ⊂⊂ Rd\∂Ω.

We decompose

u =
J∑
j=0

ϕju

and extend ϕju as follows:



108 CHAPTER 6. NEUMANN LAPLACIAN

Figure: The mapping hi = Θ−1
i RΘi : Ui ∩ Ω→ Ui\Ω

• For j = 0, ϕ0u ∈ H1
0 (Ω) ⊂ H1(Rd) (by setting (ϕ0u)(y) = 0 with y /∈ Ω);

• For j 6= 0, we set Tju : Uj → C by Tju = u on Uj ∩ Ω and Tju(y) = u(h−1
j (y)) with

y ∈ Uj\Ω where

hj = Θ−1
j RΘj : Uj ∩ Ω→ Uj\Ω

(here R : Q− → Q+ is the usual reflection). Then ϕjTju ∈ H1
0 (Uj) ⊂ H1(Rd).

Thus in summary

Eu = ϕ0u+
J∑
j=1

ϕjTju, ∀u ∈ L2(Ω).

Now let us show that if
∑N

n=1 |un〉〈un| ≤ 1 on L2(Ω), then

N∑
n=1

|Eun〉〈Eun| ≤ C on L2(Rd)

namely
N∑
n=1

∣∣∣ ∫
Rd

(Eun)(x)g(x)dx
∣∣∣2 ≤ C

∫
Rd
|g|2, ∀g ∈ L2(Rd).

By the Cauchy-Schwarz inequality for complex numbers

N∑
n=1

∣∣∣ ∫
Rd

(Eun)g
∣∣∣2 =

N∑
n=1

∣∣∣ ∫
Rd

(
ϕ0u+

J∑
j=1

ϕjTjun

)
g
∣∣∣2

≤
N∑
n=1

(J + 1)

[∣∣∣ ∫
Rd

(ϕ0un)g
∣∣∣2 +

J∑
j=1

∣∣∣ ∫
Rd

(ϕjTjun)g
∣∣∣2] .
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For j = 0, we use
∑N

n=1 |un〉〈un| ≤ 1 on L2(Ω) to bound

N∑
n=1

∣∣∣ ∫
Rd

(ϕ0un)g
∣∣∣2 =

N∑
n=1

∣∣∣ ∫
Ω

un(ϕ0g)
∣∣∣2 ≤ ∫

Ω

|ϕ0g|2 ≤
∫
Rd
|g|2.

For j 6= 0, we decompose further∫
Rd

(ϕjTjun)g =

∫
Uj∩Ω

(ϕjTjun)g +

∫
Uj\Ω

(ϕjTjun)g

=

∫
Uj∩Ω

ϕj(x)un(x)g(x)dx+

∫
Uj\Ω

ϕj(y)un(h−1
j (y))g(y)dy

=

∫
Uj∩Ω

ϕj(x)un(x)g(x)dx+

∫
Uj∩Ω

ϕj(hj(x))un(x)g(hj(x))|DetJhj(x)|dx

=

∫
Uj∩Ω

un(x)
[
ϕj(x)g(x) + ϕj(hj(x))g(hj(x))|DetJhj(x)|

]
dx

=

∫
Ω

un(x)1Uj(x)
[
ϕj(x)g(x) + ϕj(hj(x))g(hj(x))|DetJhj(x)|

]
dx.

Here we have changed the variable y = hj(x) and DetJhj is the Jacobian determinant of hj.

Thus using again
∑N

n=1 |un〉〈un| ≤ 1 on L2(Ω) we have

N∑
n=1

∣∣∣ ∫
Rd

(ϕjTjun)g
∣∣∣2 =

N∑
n=1

∣∣∣ ∫
Ω

un(x)1Uj(x)
[
ϕj(x)g(x) + ϕj(hj(x))g(hj(x))|DetJhj)(x)|

]
dx
∣∣∣2

≤
∫
Uj∩Ω

∣∣∣ϕj(x)g(x) + ϕj(hj(x))g(hj(x))(DetJhj)(x)
∣∣∣2dx

≤ 2

∫
Uj∩Ω

|ϕj(x)|2|g(x)|2 + 2

∫
Uj∩Ω

|ϕj(hj(x))|2|g(hj(x))|2|DetJhj(x)|2dx

≤ 2

∫
Uj∩Ω

|ϕj(x)|2|g(x)|2 + 2‖DetJhj‖L∞
∫
Uj∩Ω

|ϕj(hj(x))|2|g(hj(x))|2|DetJhj(x)|dx

=≤ 2

∫
Uj∩Ω

|ϕj(x)|2|g(x)|2 + 2‖DetJhj‖L∞
∫
Uj\Ω
|ϕj(y)|2|g(y)|2dy ≤ C

∫
Rd
|g|2.

Thus in summary,

N∑
n=1

∣∣∣ ∫
Rd

(Eun)(x)g(x)dx
∣∣∣2 ≤ C

∫
Rd
|g|2, ∀g ∈ L2(Rd).

This completes the proof.

Now we are ready to give
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Proof of the Lieb–Thirring kinetic inequality for Neumann Laplacian. Let {un}Nn=1 ⊂
H1(Ω) satisfy

N∑
n=1

|un〉〈un| ≤ 1 on L2(Ω).

Let E : H1(Ω)→ H1(Rd) be the extension operator we discussed above. Then

‖Eun‖L2(Rd) ≤ C‖un‖L2(Ω), ‖Eun‖H1(Rd) ≤ C‖un‖H1(Ω), ∀n = 1, 2, ..., N

and
N∑
n=1

|Eun〉〈Eun| ≤ CΩ on L2(Rd).

Therefore,
N∑
n=1

‖un‖2
H1(Ω) ≥

1

C

N∑
n=1

‖Eun‖2
H1(Rd) ≥

1

C

N∑
n=1

∫
Rd
|∇(Eun)|2.

On the other hand, applying the Lieb–Thrring inequality for functions Eun/
√
CΩ in L2(Rd)

we have

N∑
n=1

∫
Rd
|∇(Eun)|2 ≥ Kd

C
2/d
Ω

∫
Rd

( N∑
n=1

|Eun|2
)1+2/d

≥ Kd

C
2/d
Ω

∫
Ω

( N∑
n=1

|un|2
)1+2/d

=
Kd

C
2/d
Ω

∫
Ω

ρ1+2/d.

Thus we conclude that∫
Ω

ρ+
N∑
n=1

∫
Ω

|∇un|2 =
N∑
n=1

‖un‖2
H1(Ω) ≥ KΩ

∫
Ω

ρ1+2/d.

6.5 Weyl’s law

Theorem (Weyl’s law for distribution of Neumann eigenvalues). Let d ≥ 1 and let

Ω ⊂ Rd be an open bounded set with ∂Ω ∈ C1. Then the eigenvalues µ1 < µ2 ≤ ... of

the Neumann Laplacian −∆N on L2(Ω) satisfy

µN =
(2π)2

|B1|
2
d |Ω| 2d

N
2
d + o(N

2
d )N→∞.
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Equivalently, if we denote by N(λ) the number of eigenvalues < λ, then

N(λ) =
|B1||Ω|
(2π)d

λ
d
2 + o(λ

d
2 )λ→∞.

Proof. Thanks the Tauberian lemma, it suffices to prove Weyl’s law for sum of Neumann

eigenvalues

N∑
n=1

µn =
Kcl
d

|Ω|2/d
N1+ 2

d + o(N1+ 2
d )N→∞.

Thanks to Kröger’s inequality, it remains to prove the lower bound of the sum. The idea is

to compare with the Dirichlet Laplacian on a smaller set.

Step 1. For every ε > 0 small, by the inner regularity of Lebesgue measure, we can find an

open set Ωε ⊂⊂ Ω such that

|Ω\Ωε| ≤ ε.

Since dist(Ωε,Ω
c) > 0, we can find a smooth function ϕε ∈ C∞c such that

0 ≤ ϕε ≤ 1, ϕε ≡ 1 on Ωε, supp(ϕε) ⊂⊂ Ω.

Now let {un}n≥1 be an orthonormal basis of eigenfunctions of−∆N on L2(Ω). By the Cauchy–

Schwarz inequality we can bound∫
Ω

|∇(ϕεun)|2 =

∫
Ω

|(∇ϕε)un + ϕε(∇un))|2

=

∫
Ω

|∇ϕε|2|un|2 +

∫
Ω

|ϕε|2|∇un|2 + 2<
∫

Ω

(∇ϕε)unϕε(∇un)

≤ (1 + δ−1)

∫
Ω

|∇ϕε|2|un|2 + (1 + δ)

∫
Ω

|ϕε|2|∇un|2

≤ Cε,δ + (1 + δ)µn.

for all n ≥ 1 and δ > 0. Thus

(1 + δ)
N∑
n=1

µn = (1 + δ)
N∑
n=1

∫
Ω

|∇un|2 ≥
N∑
n=1

∫
Ω

|∇(ϕεun)|2 − Cε,δN.

Step 2. Now we estimate
∑N

n=1

∫
Ω
|∇(ϕεun)|2 from below. Since supp(ϕε) ⊂⊂ Ω, we know
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that ϕεun ∈ H1
0 (Ω) ⊂ H1(Rd). Define

γ :=
N∑
n=1

|un〉〈un|, ρ = ργ =
N∑
n=1

|un|2.

Since {un} are orthonormal in L2(Ω), we have 0 ≤ γ ≤ 1 on L2(Ω). Consequently,

0 ≤ ϕεγϕε =
N∑
n=1

|ϕεun〉〈ϕεun| ≤ 1 on L2(Ω).

Hence, we can use the Berezin-Li-Yau inequality to bound Tr(−∆Dϕεγϕε) from below.

Exercise. Let Ω ⊂ Rd be an open bounded set. Let {vn} ⊂ H1
0 (Ω) such that

0 ≤ γ̃ :=
N∑
n=1

|vn〉〈vn| ≤ 1 on L2(Ω).

Prove that

Tr(−∆Dγ̃) ≥ Kcl
d

|Ω|2/d
(

Tr γ̃
)1+ 2

d
,

namely
N∑
n=1

∫
Ω

|∇vn|2 ≥
Kcl
d

|Ω|2/d
( N∑
n=1

∫
Ω

|vn|2
)1+ 2

d
.

Thus in summary, we obtain

N∑
n=1

∫
Ω

|∇(ϕεun)|2 ≥ Kcl
d

|Ω|2/d
( N∑
n=1

∫
Ω

ϕ2
ε|un|2

)1+ 2
d

=
Kcl
d

|Ω|2/d
(
N −

∫
Ω

(1− ϕ2
ε)ρ
)1+ 2

d
.

Combining with the bound from Step 1, we find that

(1 + δ)
N∑
n=1

µn ≥
Kcl
d

|Ω|2/d
(
N −

∫
Ω

(1− ϕ2
ε)ρ
)1+ 2

d − Cε,δN.

Step 3. Now we bound ∫
Ω

(1− ϕ2
ε)ρ ≤

∫
Ω\Ωε

ρ.

Using Kröger’s inequality and the Lieb–Thirring inequality for orthonormal functions {un} ⊂
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H1(Ω), we have

Kcl
d

|Ω|2/d
N1+2/d ≥

N∑
n=1

µN =
N∑
n=1

∫
Ω

|∇un|2 ≥ KΩ

∫
Ω

ρ1+2/d −N.

Hence,

‖ρ‖L1+2/d(Ω) ≤ CΩN.

By Hölder’s inequality and the choice |Ω\Ωε| ≤ ε,∫
Ω\Ωε

ρ ≤ ‖1‖L1+d/2(Ω\Ωε)‖ρ‖L1+2/d(Ω\Ωε) ≤ CΩε
2/(d+2)N.

Step 4. In conclusion, for every ε > 0 and δ > 0 we have

(1 + δ)
N∑
n=1

µn ≥
Kcl
d

|Ω|2/d
(
N − CΩε

2/(d+2)N
)1+ 2

d − Cε,δN.

Consequently,

(1 + δ) lim inf
N→∞

N−1−2/d

N∑
n=1

µn ≥
Kcl
d

|Ω|2/d
(

1− CΩε
2/(d+2)

)1+ 2
d
.

Taking ε→ 0, and then δ → 0, we conclude that

lim inf
N→∞

N−1−2/d

N∑
n=1

µn ≥
Kcl
d

|Ω|2/d
.

This completes the desired lower bound for the sum of Neumann eigenvalues, and completes

the proof of Weyl’s law for the distribution of eigenvalues.

6.6 Pólya conjecture

As we have seen, many inequalities change their directions when we turn Dirichlet to Neu-

mann eigenvalues. Pólya’s conjecture states that

µn(−∆D) ≥ (2π)2

|B1|
2
d |Ω|2/d

n
2
d ≥ µn+1(−∆N), ∀n ≥ 1.
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Proof of Pólya’s conjecture for Neumann eigenvalues of cubes. Let Ω ⊂ Rd be a

cube. By scaling, it suffices to consider the case Ω = [0, π]d where the Neumann eigenvalues

are given explicitly by

{|x|2 = (x2
1 + ...+ x2

d) |x = (x1, ..., xd) ∈ Nd
0}, N0 = {0, 1, 2, ...}.

If we denote for any point x = (x1, ..., xd) the cube

Qx = (x1, x1 + 1)× (x2, x2 + 1)× ...(xd, xd + 1),

then

|Nd
0 ∩BR(0)| =

∣∣∣ ⋃
x∈Nd0∩BR(0)

Qx

∣∣∣ ≥ 2−d|BR| = 2−d|B1|Rd.

Figure: Nonnegative integer points inside a circle

Thus for every λ > 0, the number of Neumann eigenvalues < λ, which is equal to the number

of non-negative integer points inside B(0,
√
λ), satisfies

N(λ) = |Nd
0 ∩B√λ(0)| ≥ 2−d|B1|λd/2 =

|B1||Ω|
(2π)d

λ
d
2 , ∀λ > 0.
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Since there are at most n eigenvalues < µn+1, we have

n ≥ N(µn+1) ≥ |B1||Ω|
(2π)d

µ
d
2
n+1

which is equivalent to

µn+1 ≤
(2π)2

|B1|
2
d |Ω|2/d

n
2
d , ∀n ≥ 1.

Pólya (1961) extended this result for a sub-class of tiling domains. A proof for all tilling

domains was just found recently by Filonov (June 2020).

Theorem. Let d ≥ 1 and let Ω ⊂ Rd be an open bounded set such that the embedding

H1(Ω) ⊂ L2(Ω) is compact. Assume that Ω is a tiling domain, namely we can cover

Rd (up to a set of 0 measure) by a union of disjoint copies of Ω (each copy is obtained

from by Ω up to translation, rotation and reflection). Then the eigenvalues µ1 ≤ µ2 ≤ ...

of the Neumann Laplacian −∆N on L2(Ω) satisfy

µn+1 ≤
(2π)2

|B1|
2
d |Ω|2/d

n
2
d , ∀n ≥ 1.

Equivalently, the number of Neumann eigenvalues < λ satisfies

N(λ) ≥ |B1||Ω|
(2π)d

λ
d
2 , ∀λ > 0.

We will need the sub-additivity of Ω 7→ N(λ,Ω).

Lemma. Let {Ωj}Jj=1 be disjoint open sets in Rd. Then

N(λ,Ω) ≤
J∑
j=1

N(λ,Ωj), Ω = interior of
(⋃

Ωj

)
.

Proof. First, we assume N(λ,Ω) = k, namely

µk < λ ≤ µk+1.

By the min-max principle,

µk = inf
Mk⊂H1(Ω)
dimMk=k

sup
u∈Mk

∫
Ω
|∇u|2∫

Ω
|u|2

.
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Note that

H1(Ω) ⊂ X =
J⊕
j=1

H1(Ωj) = {u ∈ L2(Ω) |u =
J∑
j=1

1Ωjuj such that uj ∈ H1(Ωj) for all j}.

Hence,

µk ≥ µ̃k = inf
Mk⊂X

dimMk=k

sup
u∈Mk

∑J
j=1

∫
Ωj
|∇u|2∑J

j=1

∫
Ωj
|u|2

.

On the other hand, for every subspace Mk ⊂ X with dimMk = k, we can decompose

Mk =
J⊕
j=1

Mk,j, Mk,j ⊂ H1(Ωj), dimMk,j = `(k, j),
J∑
j=1

`(k, j) = k.

Hence, by the min-max principle for the Neumann Laplacian on each Ωj,

sup
u∈Mk

∑J
j=1

∫
Ωj
|∇u|2∑J

j=1

∫
Ωj
|u|2

≥ sup
1≤j≤J

(
sup

u∈Mk,j

∫
Ωj
|∇u|2∫

Ωj
|u|2

)
≥ sup

1≤j≤J
µ`(k,j)(Ωj).

Thus

λ > µk ≥ µ̃k ≥ inf∑J
j=1 `(k,j)=k

sup
1≤j≤J

µ`(k,j)(Ωj).

The infimum is taken over a finite set, so it must be attained for some {`(k, j)}Jj=1. Thus for

all j

λ > µ`(k,j)(Ωj) ⇐⇒ `(k, j) ≤ N(λ,Ωj).

Therefore

N(λ,Ω) = k =
J∑
j=1

`(k, j) ≤
J∑
j=1

N(λ,Ωj).

The above lemma allows to prove Pólya’s conjecture for unions of cubes. Next, we have the

“almost monotonicity” of Ω 7→ N(λ,Ω).

Lemma. Consider open bounded sets Ω ⊂ Ω̃ ⊂ Rd. Assume that there exists an exten-

sion operator E : H1(Ω)→ H1(Ω̃). Then

N(λ,Ω) ≤ N(‖E‖2(λ+ 1), Ω̃).
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Proof. We use the min-max principle again

µk(Ω) = inf
Mk⊂H1(Ω)
dimMk=k

sup
u∈Mk

∫
Ω
|∇u|2∫

Ω
|u|2

.

Actually we know that the infimum is attained at

Mk = Span{u1, ..., uk}

where {un}n ⊂ H1(Ω) is an orthonormal basis of eigenfunctions of −∆N(Ω).

Then we define

M̃k = EMk ⊂ H1(Ω̃), dim M̃k = k.

By the min-max principle on Ω̃

µk(Ω̃) ≤ sup
v∈M̃k

∫
Ω̃
|∇v|2∫

Ω̃
|v|2

= sup
u∈Mk

∫
Ω̃
|∇(Eu)|2∫
Ω̃
|Eu|2

.

For every u ∈Mk, we can bound∫
Ω̃

|∇(Eu)|2 +

∫
Ω̃

|Eu|2 = ‖Eu‖2
H1(Ω̃)

≤ ‖E‖2‖u‖2
H1(Ω) = ‖E‖2(

∫
Ω

|∇u|2 +

∫
Ω

|u|2)

≤ ‖E‖2(µk(Ω) + 1)

∫
Ω

|u|2 ≤ ‖E‖2(µk(Ω) + 1)

∫
Ω̃

|u|2.

Hence,

µk(Ω̃) ≤ sup
u∈Mk

∫
Ω̃
|∇(Eu)|2∫
Ω̃
|Eu|2

≤ ‖E‖2(µk(Ω) + 1).

In particular, if N(λ,Ω) = k, then µk(Ω) < λ, and hence

µk(Ω̃) ≤ ‖E‖2(µk(Ω) + 1) < ‖E‖2(λ+ 1).

Thus N(λ,Ω) = k ≤ N(‖E‖2(λ+ 1), Ω̃).

In order to put the previous lemma in a good use, we need to control the norm of the extension

operator in some simple cases.
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Lemma. Consider three cubes Q− ⊂ Q ⊂ Q+ where Q+ = [−L+, L+]d, Q = [−L,L]d,

Q− = [−L−, L−] with L+ − L = L− L−. Take a closed set U ⊂ Q−. Then there exists

an extension operator

E : H1(Q\U)→ H1(Q+\U)

with ‖E‖2 ≤ 2d.

Figure: Reflection x 7→ x.

Proof. For every x ∈ Q+\Q, we define the “reflection point” x ∈ Q\Q− by

(x)j =


xj, if xj ∈ [−L,L],

2L− xj, if xj ∈ [L,L+],

−2L− xj, if xj ∈ [−L+,−L].

, ∀j = 1, 2, ..., d.

Note that each x has at most 2d − 1 preimages. Then for every f ∈ H1(Q\U) we define the

extension Ef ∈ H1(Q+\U) by

(Ef)(x) =

f(x), if x ∈ Q\U,

f(x), if x ∈ Q+\Q.

Then it is straightforward to check that Ef ∈ H1(Q+\U) and

‖Ef‖2
H1(Q+\U) ≤ 2d‖f‖2

H1(Q\U).
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Finally we can give

Filonov’s proof of Pólya’s conjecture for tiling domains. We know that Rd can be

covered by disjoint sets {Ωn}∞n=1 where each Ωn is a copy of Ω. Let R = diam(Ω). Take a

big number L > 2R and denote

Q = [−L,L]d, Q− = [−(L−R), L−R]d, Q+ = [−(L+R), L+R]d.

Let {Ωj}j∈J be all copies inside Q−. Denote

U =
⋃
j∈J

Ωj ⊂ Q−.

Figure: {Ωj}j∈J ⊂ Q− ⊂ Q

By the sub-additivity of N(λ, ·) we have

N(λ,Q) ≤
∑
j∈J

N(λ,Ωj) +N(λ,Q\U).
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On the other hand, by the extension lemma, we can find an extension operator

E : H1(Q\U)→ H1(Q+\U), ‖E‖2 ≤ 2d.

Let {Ωk}k∈K be all copies inside Q+\U , namely

Q\U ⊂ V =
⋃
k∈K

Ωk ⊂ Q+\U.

Then E also defines an extension operator

E1 : H1(Q\U)→ H1(int(V )) ⊂ H1(Q+\U), ‖E1‖2 ≤ ‖E‖2 ≤ 2d.

Thus by the “almost monotonicity” and the sub-additivity of N(λ, ·), we have

N(λ,Q\U) ≤ N(2d(λ+ 1), V ) ≤
∑
k∈K

N(2d(λ+ 1),Ωk).

In conclusion, we already proved

N(λ,Q) ≤
∑
j∈J

N(λ,Ωj) +N(λ,Q\U)

≤
∑
j∈J

N(λ,Ωj) +
∑
k∈K

N(2d(λ+ 1),Ωk) = |J |N(λ,Ω) + |K|N(2d(λ+ 1),Ω).

Since Pólya’s conjecture holds for cubes, we have

N(λ,Q) ≥ |B1||Q|
(2π)d

λ
d
2 =
|B1|(2L)d

(2π)d
λ
d
2

while

|J | ≤ |Q
−|
|Ω|
≤ (2L− 2R)d

|Ω|
, |K| ≤ |Q

+\U |
|Ω|

≤ (2L+ 2R)d − (2L− 4R)d

|Ω|
≤ CLd−1R

|Ω|

Thus
|B1|(2L)d

(2π)d
λ
d
2 ≤ (2L− 2R)d

|Ω|
N(λ,Ω) +

CLd−1R

|Ω|
N(2d(λ+ 1),Ω).

Dividing both sides for (2L)d and sending L→∞ we obtain

|B1|
(2π)d

λ
d
2 ≤ 1

|Ω|
N(λ,Ω)
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which is equivalent to

N(λ,Ω) ≥ |B1||Ω|
(2π)d

λ
d
2 .

This completes the proof of Pólya’s conjecture for Neumann eigenvalues in tilling domains.



Chapter 7

Many–body quantum systems

We consider a system of N identical fermions in Rd. From first principles of quantum

mechanics, the total energy of the system is described by a self-adjoint operator HN on the

anti-symmetric space L2
a(RdN), which is a subspace of L2(RdN) containing wave functions

satisfying

ΨN(x1, ..., xi, ..., xj, ..., xN) = −ΨN(x1, ..., xj, ..., xi, ..., xN), ∀i 6= j, ∀xi ∈ Rd,

or equivalently

ΨN(xσ(1), ..., xσ(N)) = sign(σ)ΨN(x1, ..., xN), ∀σ ∈ SN

where SN is the permutation group of {1, 2, ..., N}. A typical many-body Schrödinger

operator has the form

HN =
N∑
i=1

hi +
∑

1≤i<j≤N

Wij

where hi is the copy of the operator h on L2(Rd) acting on the i-th variable xi ∈ Rd, namely

hi = 1⊗ · · · ⊗ 1⊗ h︸︷︷︸
i-th variable

⊗1⊗ · · · ⊗ 1,

and similarly for the two–body interaction Wij. The ground state energy is

EN = inf
‖Ψ‖L2=1

〈Ψ, HNΨ〉.

122
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If a ground state exists, then it solves the Schrödinger equation

HNΨ = ENΨ.

7.1 Slater determinants

Definition (Slater determinants). For any functions {ui}Ni=1 in L2(Rd), define

(u1 ∧ u2 ∧ ... ∧ uN)(x1, ..., xN) =
1√
N !

∑
σ∈SN

sign(σ)u1(xσ(1))...uN(xσ(N))

=
1√
N !

∑
σ∈SN

sign(σ)uσ(1)(x1)...uσ(N)(xN)

=
1√
N !

det
[
(ui(xj))1≤i,j≤N

]
.

Clearly it is an anti-symmetric function in L2
a(RdN).

Theorem. Let {ui}∞i=1 be an orthonormal basis for L2(Rd). Then the Slater determi-

nants {
ui1 ∧ ui2 ∧ · · · ∧ uiN

∣∣ i1, . . . , iN ∈ N, i1 < i2 < · · · < iN
}

form an orthonormal basis for L2
a(RdN).

Proof. Step 1. First, we check that

{
ui1 ∧ ui2 ∧ · · · ∧ uiN

∣∣ i1, . . . , iN ∈ N, i1 < i2 < · · · < iN
}

are orthonormal functions in L2
a(RdN). For i1 < i2 < ... < iN and j1 < j2 < ... < jN we can

write〈
ui1 ∧ ui2 ∧ · · · ∧ uiN , uj1 ∧ uj2 ∧ · · · ∧ ujN

〉
=
〈

(N !)−1/2
∑
σ∈SN

sign(σ)uiσ(1)
(x1)...uiσ(N)

(xN), (N !)−1/2sign(τ)
∑
τ∈SN

ujτ(1)
(x1)...ujτ(N)

(xN)
〉

= (N !)−1
∑

σ,τ∈SN

sign(σ)sign(τ)〈uiσ(1)
, ujτ(1)

〉...〈uiσ(N)
, ujτ(N)

〉

= (N !)−1
∑

σ,τ∈SN

sign(σ)sign(τ)δiσ(1),jτ(1)
...δiσ(N),jτ(N)
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=

1, if (i1, ..., iN) = (j1, ..., jN),

0, otherwise.

It remains to prove that

L2
a(RdN) = Span

{
ui1 ∧ ui2 ∧ · · · ∧ uiN

∣∣ i1, . . . , iN ∈ N, i1 < i2 < · · · < iN
}
.

Step 2. We prove that if Ω1,Ω2 are two measure spaces, then

L2 (Ω1 × Ω2) ∼= L2(Ω1)⊗ L2(Ω2) := Span
{
u⊗ v

∣∣u ∈ L2(Ω1), v ∈ L2(Ω2)
}

where we used the usual notation of tensor product

(u⊗ v)(x, y) = u(x)v(y).

More precisely, we prove that if {ui}i∈N is an orthonormal basis for L2 (Ω1) and {vi}i∈N for

L2 (Ω2), then {ui ⊗ vj}i,j∈N is an orthonormal basis for L2 (Ω1 × Ω2).

• {ui ⊗ vj}i,j∈N are orthonormal functions in L2(Ω1 × Ω2) as

〈ui ⊗ vj, u` ⊗ vk〉 = 〈ui, u`〉〈vj, vk〉 = δi`δjk.

• {ui ⊗ vj}i,j∈N is complete: Assume that f ∈ L2(Ω1 × Ω2) and f ⊥ ui ⊗ vj for all i, j,

then by Fubini’s theorem

0 =
〈
f, ui ⊗ vj

〉
=

∫∫
Ω1×Ω2

f(x, y)ui(x)vj(y)dµ1(x)dµ2(y)

=

∫
Ω1

ui(x)

∫
Ω2

f(x, y)vj(y)dµ2(y)︸ ︷︷ ︸
gj(x)

dµ1(x).

Because {ui}i∈N is an orthonormal basis for L2(Ω1), we must have gj ≡ 0 in L2(Ω1),

namely for a.e. x ∈ Ω1, ∫
f(x, y)vj(y) = 0.

Since this holds for j ∈ N and {vj}j∈N is an orthonormal basis for L2(Ω), we find that

for a.e. x ∈ Ω1, for a.e. y ∈ Ω2, f(x, y) = 0. Thus f ≡ 0 in L2(Ω1 × Ω2).
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Using the above result and by induction, we find that

L2
(
RdN

)
= L2

(
Rd
)
⊗ L2(Rd)⊗ · · · ⊗ L2

(
Rd
)

= L2
(
Rd
)⊗N

and if {ui}i∈N is an orthonormal basis for L2
(
Rd
)
, then

{
ui1 ⊗ · · · ⊗ uiN

∣∣ i1, . . . , iN ∈ N
}

is an orthonormal basis for L2(RdN).

Step 3. We define the operator PN on L2
(
RdN

)
by

(PNΨN)(x1, . . . , xN) =
1

N !

∑
σ∈SN

sign(σ)ΨN

(
xσ(1), . . . , xσ(N)

)
, ∀ΨN ∈ L2

(
Rd
)
.

Then PN is a projection as (PN)2 = PN :

(PN)2ΨN (x1, . . . , xN) = PN
1

N !

∑
σ∈SN

sign(σ)ΨN

(
xσ(1), . . . , xσ(N)

)
=

=
1

N !

∑
σ∈SN

sign(σ)
1

N !

∑
τ∈SN

sign(τ)ΨN

(
xτ◦σ(1), . . . , xτ◦σ(N)

)
=

=
1

N !

∑
σ∈SN

1

N !

∑
τ∈SN

sign(τ ◦ σ)ΨN

(
xτ◦σ(1), . . . , xτ◦σ(N)

)
︸ ︷︷ ︸

independent of σ

=

=
1

N !

∑
τ∈SN

sign(τ)ΨN

(
xτ(1), . . . , xτ(N)

)
= PNΨN(x1, . . . , xN).

Moreover, PNΨN ∈ L2
a(RdN) for all ΨN ∈ L2(RdN) and PNΨN = ΨN if ΨN ∈ L2

a(RdN):

PNΨN(x1, . . . , xN) =
1

N !

∑
σ∈SN

sign(σ)ΨN

(
xσ(1), . . . , xσ(N)

)
=

1

N !

∑
σ∈SN

(sign(σ))2︸ ︷︷ ︸
=1

ΨN (x1, . . . , xN)

= ΨN(x1, . . . , xN).

Therefore,

L2
a(RdN) = PNL

2(RdN)
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Step 4. From Step 2 and Step 3, we obtain

L2
a(RdN) = Span

{
PN(ui1 ⊗ · · · ⊗ uiN )

∣∣ i1, . . . , iN ∈ N
}
.

It remains to compute

PN(ui1 ⊗ · · · ⊗ uiN )(x1, ..., xN) = PN(ui1(x1)...uiN (xN))

=
1

N !

∑
σ∈SN

sign(σ)ui1(xσ(1))...uiN (xσ(N))

=
1

N !
det
[
(uik(x`))1≤k,`≤N

]
.

Thus

PN(ui1 ⊗ · · · ⊗ uiN ) =
1√
N !
ui1 ∧ ui2 ∧ · · · ∧ uiN .

Consequently, if ik = i` for some k 6= `, then PN(ui1 ⊗ · · · ⊗ uiN ) = 0. Also,

PN(uiσ(1)
⊗ · · · ⊗ uiσ(N)

) = sign(σ)PN(ui1 ⊗ · · · ⊗ uiN ).

Hence, L2
a(RdN) is equal to

Span
{
PN(ui1 ⊗ · · · ⊗ uiN )

∣∣ i1, . . . , iN ∈ N
}

= Span
{
ui1 ∧ ui2 ∧ · · · ∧ uiN

∣∣ i1, . . . , iN ∈ N, i1 < i2 < · · · < iN
}
.

Thus the Slater determinants form an orthonormal basis for L2
a(RdN).

7.2 Reduced density matrices

For many applications, the wave functions in L2
a(RdN) have too many variables for practical

computations. Therefore, it is often useful to consider its reduced density matrices which

are simpler to analyze.

Definition. Let ΨN be a normalized wave function in L2
a(RdN). The one–body den-

sity matrix γ
(1)
ΨN

of ΨN is a trace class operator on L2(Rd) with kernel

γ
(1)
ΨN

(x, y) = N

∫
Rd(N−1)

ΨN(x, x2, ..., xN)ΨN(y, x2, ..., xN)dx2...dxN .
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Thus γ
(1)
ΨN
≥ 0 and Tr γ

(1)
ΨN

= N . The “diagonal part” of γ
(1)
ΨN

is the one–body density

ρΨN (x) = γ
(1)
ΨN

(x, x) = N

∫
Rd(N−1)

|ΨN(x, x2, ..., xN)|2dx2...dxN

which satisfies ρΨN ≥ 0,
∫
Rd ρΨN = N .

In application, the one–body density matrix γ
(1)
ΨN

is sufficient to encode the expectation

against every one–body observable:

〈
ΨN ,

N∑
i=1

hiΨN

〉
= Tr(hγ

(1)
ΨN

).

Here as usual Tr(hγ
(1)
ΨN

) = Tr((γ
(1)
ΨN

)1/2h(γ
(1)
ΨN

)1/2) makes sense when h is bounded from below

on L2(Rd). In particular, if V is a multiplication operator on L2(Rd), then

〈
ΨN ,

N∑
i=1

V (xi)ΨN

〉
= Tr(V γ

(1)
ΨN

) =

∫
Rd
V (x)ρΨN (x)dx.

Historically, the formalism of density matrices was introduced by John von Neumann in

1927. In his development of quantum statistical mechanics, the name “density matrix” is

related to its analogue in classical statistical mechanics, namely a probability measure on the

phase-space Rd × Rd. In this general setting, a mixed quantum state of N fermions is a

trace class operator ΓN on L2
a(RdN) with

ΓN ≥ 0, Tr ΓN = 1.

Its one–body density matrix is obtained by taking the partial trace of all but 1 particle

Γ
(1)
N = N Tr2→N ΓN .

Thus Γ
(1)
N is a trace class operator on L2(Rd) with

Γ
(1)
N ≥ 0, Tr Γ

(1)
N = N.

In terms of kernels, we can write

Γ
(1)
N (x, y) = N

∫
Rd(N−1)

ΓN(x, x2, ..., xN ; y, x2, ..., xN)dx2...dxN
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which is conceptually related to the the marginal distribution in probability theory. In

particular, if ΓN is a pure state, namely ΓN = |ΨN〉〈ΨN | with a normalized function

ΨN ∈ L2
a(RdN), then

ΓN(x1, ..., xN ; y1, ..., yN) = ΨN(x1, ..., xN)ΨN(y1, ..., xN)

and Γ
(1)
N boils down to the operator γ

(1)
ΨN

we defined before.

A key consequence of the anti-symmetry assumption is

Theorem (Pauli’s exclusion principle). For every normalized wave function ΨN ∈
L2
a(RdN), we have

0 ≤ γ
(1)
ΨN
≤ 1 on L2(Rd).

Remarks:

• Without the anti-symmetry assumption, γ
(1)
ΨN

may have an eigenvalue as large as N . In

fact, if

ΨN(x1, ..., xN) = u⊗N(x1, ..., xN) = u(x1)...u(xN)

with a normalized function u ∈ L2(Rd), then γ
(1)
ΨN

= N |u〉〈u|.

• The physical interpretation of Pauli’s exclusion principle is that

“two quantum particles cannot occupy the same quantum state”.

A less precise version of this principle can be seen easily from the anti-symmetry as-

sumption: if xi = xj for i 6= j, then

ΨN(x1, ..., xi, ..., xj, ..., xN) = −ΨN(x1, ..., xj, ..., xi, ..., xN) = 0.

However, the operator inequality 0 ≤ γ
(1)
ΨN
≤ 1 is much deeper than the fact that the

wave functions vanish on the diagonal set.

It is easy to verify Pauli’s exclusion principle for Slater determinants

Exercise. Let {ui}Ni=1 be orthonormal functions in L2(Rd) and consider the Slater de-

terminant ΨN = u1 ∧ u2 ∧ ... ∧ uN . Prove that the one–body density matrix of ΨN
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is

γ
(1)
ΨN

=
N∑
i=1

|ui〉〈ui|.

Proof of Pauli’s exclusion principle in the general case. We want to prove that for

every normalized function u ∈ L2
(
Rd
)
, then

〈u, γ(1)
ΨN
u〉 6 1.

By the definition of the one–body density matrix γ
(1)
ΨN

, we can write

〈u, γ(1)
ΨN
u〉 =

〈
ΨN ,

N∑
j=1

(Pu)xj ΨN

〉
, Pu = |u〉〈u|.

Thus we need to prove that

A =
N∑
j=1

(Pu)xj 6 1 on L2
a(RdN).

Take an orthonormal basis {ui}∞i=1 for L2(Rd) such that u1 = u. We claim that

A =
∑

1=i1<i2<...<iN

|ui1 ∧ · · · ∧ uiN 〉〈ui1 ∧ · · · ∧ uiN |

and the desired result follows as the Slater determinants form an orthonormal basis for

L2
a(RdN). Indeed, for every 1 ≤ i1 < i2 < ... < iN we have

Aui1 ∧ · · · ∧ uiN =
N∑
j=1

(Pu)xj
∑
σ∈SN

1√
N !

sign(σ)uiσ(1)
(x1) · · ·uiσ(N)

(xN) =

=
N∑
j=1

∑
σ∈SN

1√
N !

sign(σ)uiσ(1)
(x1) · · ·

(
Puuiσ(j)

(xj)
)
· · ·uiσ(N)

(xN)

=
N∑
j=1

∑
σ∈SN

1√
N !

sign(σ)uiσ(1)
(x1) · · ·

(
δ1,iσ(j)

uiσ(j)
(xj)

)
· · ·uiσ(N)

(xN)

= 1(1 ∈ {i1, ..., iN})
∑
σ∈SN

1√
N !

sign(σ)uiσ(1)
(x1) · · ·uiσ(j)

(xj) · · ·uiσ(N)
(xN)

=

ui1 ∧ · · · ∧ uiN 1 = i1,

0, otherwise.
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This completes the proof of Pauli’s exclusion principle.

The following result of Coleman (1963) tells us that the condition 0 ≤ γ ≤ 1 in Pauli’s

exclusion principle is optimal.

Theorem (Admissible one-body density matrices). Let γ be a trace class operator on

L2(Rd) such that

0 ≤ γ ≤ 1 on L2(Rd), Tr γ = N ∈ N.

Then there exists a mixed state ΓN on L2
a(RdN), namely a non-negative operator on

L2
a(RdN) with Tr ΓN = 1, such that its one–body density matrix is Γ

(1)
N = γ.

Remarks:

• If γ is a projection, namely γ = γ2, then ΓN can be chosen to be a pure state ΓN =

|ΨN〉〈ΨN | and ΨN is simply a Slater determinant.

• In general, it might be not possible to choose ΓN to be a pure state (see an exercise

below).

Exercise. Let γ be a trace class operator on L2(Rd) such that

0 ≤ γ ≤ 1 on L2(Rd), Tr γ = N ∈ N.

Assume further that γ has N−1 eigenvalues equal to 1, but γ is not a projection. Prove

that there exists no normalized function ΨN ∈ L2
a(RdN) such that γ

(1)
ΨN

= γ.

Proof of Coleman’s theorem. We claim that γ can be written as a convex combination of

rank-N projections, namely

γ =
∞∑
k=1

ckγk, ck ≥ 0,
∞∑
k=1

ck = 1, γk is a rank-N projection for all k.

Then any γk is the one-body density matrix of a Slater determinant ΨN,k ∈ L2
a(RdN), and

we can simply take

ΓN =
∞∑
k=1

ck|ΨN,k〉〈ΨN,k|.
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We construct the sequences {ck} and {γk} by induction.

For k = 1, by Spectral Theorem we can write

γ =
∞∑
n=1

λn(γ)|un〉〈un|

where {un}∞n=1 is an orthonormal family in L2(Rd) and

λ1(γ) ≥ λ2(γ) ≥ ... ≥ 0,
∞∑
n=1

λn(γ) = N.

If λN+1(γ) = 0, then γ is a rank-N projection and we can stop. Otherwise, we take

ε1 = min{λN(γ), 1− λN+1(γ)} ∈ (0, 1)

and write

γ = ε1γ1 + (1− ε1)γ̃1, γ1 =
N∑
n=1

|un〉〈un|, 0 ≤ γ̃1 ≤ 1, Tr γ̃1 = N.

More precisely,

γ̃1 =
N∑
n=1

λn(γ)− ε1

1− ε1

|un〉〈un|+
∞∑

n=N+1

λn(γ)

1− ε1

|un〉〈un|.

The choice of ε1 ensures that 0 ≤ γ̃1 ≤ 1. Of course, we take c1 = ε1.

For k = 2, we can repeat the above argument with γ replaced by γ̃1. More precisely, if γ̃1 is

a rank-N projection, then we can stop. Otherwise, we can write

γ̃1 = ε2γ2 + (1− ε2)γ̃2, γ2 rank-N projection, 0 ≤ γ̃2 ≤ 1, Tr γ̃2 = N

and ε2 = min{λN(γ̃1), 1− λN+1(γ̃1)} ∈ (0, 1). Thus

γ = ε1γ1 + (1− ε1)γ̃1 = ε1γ1 + (1− ε1)ε2γ2 + (1− ε1)(1− ε2)γ̃2.

Hence, we take c2 = (1− ε1)ε2.

For every k ≥ 3, by induction we have

γ = c1γ1 + c2γ2 + ...+ ck−1γk−1 + (1− ε1)...(1− εk−1)γ̃k−1.
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If γ̃k−1 is a rank-N projection, then we can stop. Otherwise, we can write

γ̃k−1 = εkγk + (1− εk)γ̃k, γk rank-N projection, 0 ≤ γ̃k ≤ 1, Tr γ̃k = N

and εk = min{λN(γ̃k−1), 1− λN+1(γ̃k−1)} ∈ (0, 1). Thus

γ = c1γ1 + ...+ ck−1γk−1 + (1− ε1)...(1− εk−1)εkγk + (1− ε1)...(1− εk−1)(1− εk)γ̃k

= c1γ1 + ...+ ck−1γk−1 + ckγk +
k∏
i=1

(1− εi)γ̃k

with

ck = (1− ε1)...(1− εk−1)εk = εk

k−1∏
i=1

(1− εi).

Conclusion: In order to conclude

γ =
∞∑
k=1

ckγk

it remains to show that
∞∑
k=1

ck = 1 ⇐⇒
∞∏
k=1

(1− εk) = 0

Assume by contradiction that

∞∑
k=1

ck = 1− δ < 1 ⇐⇒
∞∏
k=1

(1− εk) = δ > 0.

Then we can write

γ =
∞∑
k=1

ckγk + δγ̃∞, 0 ≤ γ̃∞ ≤ 1, Tr γ̃∞ = N.

From the induction formula

γ =
M∑
k=1

ckγk +
M∏
k=1

(1− εk)γ̃M , 0 ≤ γ̃M ≤ 1, Tr γ̃M = N

we find that γ̃M → γ̃∞ strongly in trace class as M →∞. Consequently,

εM+1 = min{λN(γ̃M), 1− λN+1(γ̃M)} → min{λN(γ̃∞), 1− λN+1(γ̃∞)} > 0.
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Here in the latter inequality, we have used that

λN(γ̃∞) > 0, λN+1(γ̃∞) ≤ 1

N + 1

N+1∑
i=1

λi(γ̃∞) ≤ 1

N + 1
Tr γ̃∞ =

N

N + 1
.

But the fact that limM→∞ εM > 0 just contradicts the assumption

∞∏
k=1

(1− εk) > 0.

This completes the proof.

Remark: In general, we can also define higher reduced density matrices. For example, if ΨN

is a normalized wave function in L2
a(RdN), then the two–body density matrix γ

(2)
ΨN

is a

trace class operator on L2
a(R2d) with kernel

γ
(2)
ΨN

(x1, x2; y1, y2) =
N(N − 1)

2

∫
Rd(N−2)

ΨN(x1, x2, z3, ..., zN)ΨN(y1, y2, z3, ..., zN)dz3...dzN .

Then for every two-body operator W on L2
a(R2d), we can write〈

ΨN ,
∑

1≤i<j≤N

WijΨN

〉
= Tr(Wγ

(2)
ΨN

).

However, this formulation is hard to use in practice because there is no complete character-

ization for the two–body density matrices. This so-called N-representability problem is

one reason making the interacting systems much harder than the non-interacting ones.

7.3 Ideal Fermi gas

We consider a non-interacting system of N fermions in Rd. In principle, the idea gas is

“solvable”.

Theorem. Let h be a self-adjoint operator on L2(Rd). Assume that h is bounded from

below. Then for every N ≥ 1, the Hamiltonian

HN =
N∑
i=1

hi on L2
a(RdN)
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is bounded from below with the core domain D(h)⊗· · ·⊗D(h), and hence it can be defined

as a self-adjoint operator by Friedrichs’ method. Moreover, its ground state energy is

EN =
N∑
i=1

µi(h)

where µ1(h) ≤ µ2(h) ≤ ... are the min-max values of h.

Proof. Using h ≥ µ1(h), we have the obvious lower bound

HN =
N∑
i=1

hi ≥ Nµ1(h).

Thus HN is bounded from below and hence it can be defined as a self-adjoint operator by

Friedrichs’ method. It remains to compute the ground state energy EN of HN .

Lower bound. For every normalized wave function ΨN ∈ L2
a(RdN) we can write

〈
ΨN ,

N∑
i=1

hiΨN

〉
= Tr(hγ

(1)
ΨN

).

Since 0 ≤ γ
(1)
ΨN
≤ 1 (by Pauli’s exclusion principle) and Tr γ

(1)
ΨN

= N , we obtain

Tr(hγ
(1)
ΨN

) ≥ inf
{ ∞∑
n=1

νn〈un, hun〉 | {un}∞n=1 ONF, 0 ≤ νn ≤ 1,
∞∑
n=1

νn = N
}

= inf
{ N∑
n=1

〈un, hun〉 | {un}Nn=1 ONF
}

=
N∑
i=1

µi(h)

thanks to the min-max principle.

Upper bound. Consider the Slater determinant

ΨN = u1 ∧ · · · ∧ uN .

with orthonormal functions {ui}Ni=1 in L2(Rd) (we can take {ui}Ni=1 ⊂ D(h)). Then using

γ
(1)
ΨN

=
N∑
n=1

|un〉〈un|



7.3. IDEAL FERMI GAS 135

we have

〈ΨN , HNΨN〉 = Tr(hγ
(1)
ΨN

) =
N∑
n=1

〈un, hun〉.

Thus

EN ≤ inf
{ N∑
n=1

〈un, hun〉 | {un}Nn=1 ONF
}

=
N∑
i=1

µi(h).

Let us consider an example of the hydrogen-like atom.

Theorem. For every N ∈ N, consider the Hamiltonian

HN =
N∑
i=1

(
−∆xi −

N

|xi|

)
on L2

a(R3N).

Then HN is a self-adjoint operator with the quadratic form domain H1
a(R3N) and its

ground state energy satisfies

EN = −N7/3
((3)1/3

4
+ o(1)N→∞

)
.

By the general theory of the ideal gas, we know that

EN =
N∑
i=1

µi(−∆−N |x|−1)

where µi(−∆−N |x|−1) is the i-th min-max value of the Schrödinger operator −∆−N |x|−1

on L2(R3). Actually, the spectrum of −∆ − N |x|−1 is known completely: it has negative

eigenvalues

−N
2

4k2
with multiplicity k2, with k = 1, 2, ...

Hence, if we can write

N = 12 + 22 + ...+M2 +M ′, 0 ≤M ′ < (M + 1)2,

then

EN =
N∑
i=1

µi(−∆−N |x|−1) =
M∑
k=1

−N
2

4k2
× k2 − M ′N2

4(M + 1)2
= −MN2

4
− M ′N2

4(M + 1)2
.
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Using

12 + 22 + ...+M2 =
M(M + 1)(2M + 1)

6
= N + o(N)N→∞

we find that

M = (3N)1/3 + o(N1/3)N→∞.

Thus

EN = −N7/3
(31/3

4
+ o(1)N→∞

)
.

On the other hand, we can also prove the above asymptotic formula for EN using the semiclas-

sical estimates developed previously, without having to compute all the negative eigenvalues

explicitly.

Proof of the asymptotic formula for EN by semiclassical estimates. First, by rescal-

ing x 7→ N1/3x we can write

EN =
N∑
i=1

µi(−∆−N |x|−1) =
N∑
i=1

µi(−N2/3∆−N4/3|x|−1) = N2/3

N∑
i=1

µi(−∆−N2/3|x|−1).

Thus we need to show that

ẼN :=
N∑
i=1

µi(−∆−N2/3|x|−1) = −N5/3
(31/3

4
+ o(1)N→∞

)
.

Lower bound. For every constant a > 0, we can write

ẼN :=
N∑
i=1

µi(−∆−N2/3|x|−1) =
N∑
i=1

µi(−∆ +N2/3(a− |x|−1))− aN5/3

≥ Tr(−∆ +N2/3(a− |x|−1))− − aN5/3.

By Weyl’s law,

Tr(−∆ +N2/3(a− |x|−1))− = −Lcl
1,3

∫
R3

|N2/3(a− |x|−1)−|5/2dx+ o((N2/3)5/2)N→∞

= −N5/3
(
Lcl

1,3

∫
R3

|(a− |x|−1)−|5/2dx+ o(1)N→∞

)
where

Lcl
1,3 =

∫
R3

|(|2πk|2 − 1)−|dk =
( 2

d+ 2
· |B1|

(2π)d

)
|d=3

=
2

5
· (4π/3)

(2π)3
=

1

15π2
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and ∫
R3

|(a− |x|−1)−|5/2dx =
4π√
a

∫ 1

0

(r−1 − 1)5/2r2dr =
4π√
a
· 5π

16
.

Thus in summary,

ẼN ≥ −N5/3
( 1

15π2
· 4π√

a
· 5π

16
+ a+ o(1)N→∞

)
= −N5/3

( 1

12
√
a

+ a+ o(1)N→∞

)
We can optimize over a > 0, namely choose a > 0 such that

1

24
√
a

=
1

24
√
a

= a =
( 1

24
√
a
· 1

24
√
a
· a
)1/3

= (24)−2/3.

Hence,

ẼN ≥ −N5/3
( 3

(24)2/3
+ o(1)N→∞

)
= −N5/3

(31/3

4
+ o(1)N→∞

)
.

Upper bound. We need to show that with V (x) = a− |x|−1, a = (24)−2/3 and λ = N2/3

N∑
i=1

µi(−∆ + λV (x)) ≤ −λ5/2
(
Lcl

1,3

∫
R3

|V−|5/2 + o(1)λ→∞

)
.

By the min–max principle,

N∑
i=1

µi(−∆ + λV (x)) ≤ Tr((−∆ + λV (x))γ)

for any trace class operator γ on L2(R3) satisfying

0 ≤ γ ≤ 1, Tr γ = N.

We will construct a trial operator γ using the coherent state method. Take a radial function

0 ≤ G ∈ C∞c (R3) satisfying ‖G‖L2 = 1 and denote

Fk,y(x) = e2πik·xG(x− y).
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As in the proof of Weyl’s law, we choose

γ :=

∫
R3

∫
R3

|Fk,y〉〈Fk,y|1(|2πk|2 + λV (y) < 0)dkdy.

Then 0 ≤ γ ≤ 1 on L2(R3) by the resolution of identity and

Tr γ =

∫
R3

∫
R3

1(|2πk|2 + λV (y) < 0)dkdy = Lcl
0,3

∫
R3

|λV−|3/2

=
|B1|
(2π)3

λ3/2

∫
R3

|(a− |x|−1)−|3/2dx =
(4π/3)

(2π)3
λ3/24πa−3/2 π

16
= N.

In the last equality we have used λ = N2/3 and a = (24)−2/3. Thus proceeding as in the

Weyl’s law upper bound, we find that

Tr((−∆ + λV (x))γ) = −Lcl
1,3λ

5/2

∫
R3

|V−|5/2 + Lcl
0,3λ

5/2

∫
R3

|V−|
3
2

(
V ∗G2 − V

)
dy

+ ‖∇G‖2
L2Lcl

0,3λ
3/2

∫
R3

|V−|3/2.

Note that V− = (a− |x|−1)− ∈ L1 ∩ L3−(R3) and suppV− = {|x| ≤ a−1}. Hence

lim sup
λ→∞

λ−5/2 Tr((−∆ + λV (x))γ) ≤ −Lcl
1,3

∫
R3

|V−|5/2 + Lcl
0,3

∫
R3

|V−|
3
2

(
V ∗G2 − V

)
dy.

Moreover,

V ∗G2 − V = (a− |x|−1) ∗G2 − (a− |x|−1) = |x|−1 − |x|−1 ∗G2

Hence,

|V−|3/2(V ∗G2 − V ) = |V−|3/2(|x|−1 − |x|−1 ∗G2) ≤ |V−|3/2(f − f ∗G2)

where

f(x) = |x|−11(|x| ≤ a−1).

Since f ∈ L3−(R3), by choosing Gn(x) = n3/2G1(nx) for a fixed function ‖G1‖L2 = 1, we

obtain

f − f ∗G2 → 0
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strongly in L3−(R3). Combining with |V−|3/2 ∈ L1 ∩ L2−, we get

|V−|3/2(V ∗G2
n − V ) = |V−|3/2(f − f ∗G2

n)→ 0

strongly in L1(R3). Thus we conclude that

lim sup
λ→∞

λ−5/2 Tr((−∆ + λV (x))γ) ≤ −Lcl
1,3

∫
R3

|V−|5/2.

This completes the proof of the upper bound.



Chapter 8

Thomas–Fermi theory

8.1 Density functional theory

In density functional theory, instead of considering a complicated wave function ΨN ∈
L2
a(RdN) one simply looks at its one–body density

ρΨN (x) = N

∫
(Rd)N−1

|ΨN(x, x2, ..., xN)|2dx2...dxN ,

which satisfies the simple constraints

ρΨN (x) ≥ 0,

∫
Rd
ρΨN (x)dx = N.

Theorem (Representability). Let d ≥ 1 and 0 ≤ ρ ∈ L1(Rd),
∫
Rd ρ = N ∈ N. Then

there exists a normalized wave function ΨN ∈ L2
a(RdN) such that ρΨN = ρ. We can

choose ΨN ∈ L2
a(RdN) to be a Slater determinant. Moreover, we can choose ΨN ∈

H1
a(RdN) if and only if

√
ρ ∈ H1(Rd).

Proof. Step 1. For every 0 ≤ ρ ∈ L1(Rd),
∫
Rd ρ = N ∈ N, we can take

ΨN = u1 ∧ u2 ∧ ... ∧ uN , uk =

√
ρ(x)√
N

e2πikf(x)

140
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with a function f : Rd → R. Then all of uk are normalized in L2(Rd) and

N∑
k=1

|uk(x)|2 = ρ(x).

It remains to choose f such that {uk}Nk=1 are orthogonal. We use an idea of Harriman and

Lieb (1981). Using the notation x = (x1, y) ∈ R× Rd−1, we define

f(x) = f(x1) =
1

N

∫ x1

−∞

(∫
Rd−1

ρ(t, y)dy
)

dt.

Then

f ′(x1) =
1

N

∫
Rd−1

ρ(x1, y)dy.

Thus f ′ ∈ L1(R), hence f is at least continuous. Moreover, f is increasing (as ρ ≥ 0)and

lim
x1→−∞

f(x1) = 0, lim
x1→∞

f(x1) = 1.

Moreover, for every k 6= `, we have∫
Rd
uk(x)u`(x)dx =

∫
Rd

ρ(x)

N
e2πi(`−k)·f(x)dx =

∫
R

(∫
Rd−1

ρ(x1, y)

N
e2πi(`−k)f(x1)dy

)
dx1

=

∫
R
f ′(x1)e2πi(`−k)f(x1)dx1 =

∫ 1

0

e2πi(`−k)sds = 0.

Thus {uk}Nk=1 are orthonormal, and hence ΨN is a Slater determinant with

ρΨN =
N∑
k=1

|uk(x)|2 = ρ.

Step 2. If
√
ρ ∈ H1(Rd), then

∇uk(x) =
(
∇(
√
ρ(x)) +

√
ρ(x)2πikf ′(x1)

)e2πikf(x1)

√
N

∈ L2(Rd).

Here∇(
√
ρ(x)) ∈ L2(Rd) by the assumption

√
ρ ∈ H1(Rd). For the second term, f ′(x1)

√
ρ(x) ∈

L2(Rd) because
√
ρ ∈ H1(Rd) ∈ Lp(Rd) for some p > 2 by Sobolev inequality and f ′(x1) ∈
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Lq(R) for all 1 ≤ q <∞. The latter fact can be seen from

f ′′(x1) =
1

N

∫
Rd−1

∂x1ρ(x1, y)dy =
1

N

∫
Rd−1

∂x1(
√
ρ(x1, y))2dy

=
2

N

∫
Rd−1

√
ρ(x1, y)∂x1

√
ρ(x1, y)dy ∈ L1(R)

and Sobolev inequality W 1,1(R) ⊂ Lq(R) for all 1 ≤ q <∞. Thus we conclude that if
√
ρ ∈

H1(Rd), then all uk belong to H1(Rd), and hence the Slater determinant ΨN constructed

above belongs to H1
a(RdN).

Step 3. If ΨN ∈ H1
a(RdN) (not necessarily a Slater determinant), then

√
ρΨN ∈ H1(Rd)

because we have the Hoffmann-Ostenhof2 inequality

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≥
∫
Rd
|∇√ρΨN |2.

Using the one–body density matrix γ
(1)
ΨN

, this inequality can be written as

Tr(−∆γ
(1)
ΨN

) ≥
∫
Rd
|∇√ρΨN |2.

Using the spectral decomposition

γ
(1)
ΨN

=
∑
n≥1

|fn〉〈fn|

(here fn’s not necessarily normalized), the above inequality can be written as

∑
n≥1

∫
Rd
|∇fn|2 ≥

∫
Rd

∣∣∣∇(∑
n≥1

|fn|2
)1/2∣∣∣2.

For the sum of two functions, this follows directly from the diamagnetic inequality |∇|ϕ(x)|| ≤
|∇ϕ(x)| for every ϕ ∈ H1(Rd). For the general sum, we can do induction.

The idea of describing a quantum state using only its one–body density goes back to Thomas

and Fermi in 1927. It was conceptually pushed forward by a variational principle of Ho-

henberg and Kohn in 1964. Here we will follow the approach by Levy (1979) and Lieb

(1983). In general, given any Hamiltonian HN on L2
a(RdN), the ground state energy can be
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rewritten as

EN = inf
‖ΨN‖L2

a(RdN )
=1
〈ΨN , HNΨN〉 = inf

ρ≥0∫
Rd ρ=N

inf
‖ΨN‖L2

a(RdN )
=1

ρΨN
=ρ

〈ΨN , HNΨN〉.

This motivates the definition of the Levy–Lieb density functional

LN(ρ) = inf
‖ΨN‖L2

a(RdN )
=1

ρΨN
=ρ

〈ΨN , HNΨN〉, ∀ρ ≥ 0,

∫
Rd
ρ = N.

Thus the ground state problem of HN becomes

EN = inf
ρ≥0∫

Rd ρ=N

LN(ρ).

This looks simple, but of course the complication of the many-body problem is now hidden

in the determination of LN . In principle, computing LN is very hard. However, we may try

to develop approximations which capture some properties of LN when N →∞.

Consider a typical Hamiltonian HN on L2
a(RdN) of the form

HN =
N∑
i=1

(
− h2∆xi + V (xi)

)
+ λ

∑
1≤i<j≤N

w(xi − xj).

Here V : Rd → R is an external potential and w : Rd → R, w(x) = w(−x), is an interaction

potential. The parameter h > 0 plays the role of Planck’s constant and λ > 0 corresponds

to the strength of the interaction.

For the external potential, we have the exact formula

〈
ΨN ,

N∑
i=1

V (xi)ΨN

〉
=

∫
Rd
V (x)ρΨN (x)dx.

For the kinetic and interaction terms, there are no exact expression in terms of ρΨN . However,

the semiclassical approximation suggests that

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≈ Kcl

d

∫
Rd
ρ

1+2/d
ΨN

, Kcl
d =

d

d+ 2
· (2π)2

|B1|2/d



144 CHAPTER 8. THOMAS–FERMI THEORY

while the mean–field approximation tell us

〈
ΨN ,

N∑
1≤i<j≤N

w(xi − xj)ΨN

〉
≈ 1

2

∫∫
Rd×Rd

ρ(x)ρ(y)w(x− y)dxdy.

Putting all this together, we arrive at the Thomas-Fermi approximation〈
ΨN , HNΨN

〉
≈ Kcl

d h
2

∫
Rd
ρ

1+2/d
ΨN

+

∫
Rd
V ρΨN +

λ

2

∫∫
Rd×Rd

ρΨN (x)ρΨN (y)w(x− y)dxdy.

In particular, this suggests that

LN(ρ) ≈ Kcl
d h

2

∫
Rd
ρ1+2/d +

∫
Rd
V ρ+

λ

2

∫∫
Rd×Rd

ρ(x)ρ(y)w(x− y)dxdy.

We will justify this approximation in the next section (following my joint work with Nina

Gottschling (2018)). As we will see, the Thomas–Fermi theory is correct to the leading

order in the semiclassical mean-field regime

h ∼ N−1/d, λ ∼ N−1, N →∞.

This is the choice making all three terms on the Thomas–Fermi density functional comparable

(all are of order N).

Historically, the Thomas-Fermi approximation was proposed for the atomic Hamiltonian,

when V and w are Coulomb potentials in R3. We will consider it in a more general context,

and then pay a special attention to the Coulomb case at the end.

8.2 Convergence of the kinetic density functional

Recall the semiclassical approximation

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≈ Kcl

d

∫
Rd
ρ

1+2/d
ΨN

, Kcl
d =

d

d+ 2
· (2π)2

|B1|2/d
.

It is convenient to introduce

fΨN =
ρΨN

N
=

∫
(Rd)N−1

|ΨN(x, x2, ..., xN)|2dx2...dxN , f ≥ 0,

∫
Rd
f = 1.
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Thus the above approximation becomes

1

N1+2/d

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≈ Kcl

d

∫
Rd
f

1+2/d
ΨN

.

We can justify this approximation as follows.

Theorem. For all d ≥ 1, the followings hold true when N →∞.

(i) (Lower bound) If the normalized wave functions ΨN ∈ L2
a(RdN) satisfy that fΨN ⇀

f weakly in L1+2/d(Rd), then

lim inf
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≥ Kcl

d

∫
Rd
f 1+2/d.

(ii) (Upper bound) For every

0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd),

∫
Rd
f = 1,

there exist Slater determinants ΨN ∈ L2
a(RdN) such that fΨN → f strongly in

L1(Rd) ∩ L1+2/d(Rd) and

lim sup
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
≤ Kcl

d

∫
Rd
f 1+2/d.

Remark: For upper bound, we do not assume
√
f ∈ H1(Rd), and hence it is not always

possible to choose fΨN = f (due to the Hoffmann-Ostenhof2 inequality).

Proof. Lower bound. For every function 0 ≤ U ∈ C∞c (Rd), we can write

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
=

1

N1+2/d
Tr
[
(−∆−N2/dU)γ

(1)
ΨN

]
+

∫
Rd
UfΨN .

By the Pauli’s exclusion principle 0 ≤ γ
(1)
ΨN
≤ 1 and Weyl’s law on the sum of negative

eigenvalues, we can estimate

Tr
[
(−∆−N2/dU)γ

(1)
ΨN

]
≥ Tr[−∆−N2/dU ]− = −Lcl

1,d

∫
Rd
|N2/dU |1+d/2 + o((N2/d)1+d/2)
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= N1+2/d
(
− Lcl

1,d

∫
Rd
U1+d/2 + o(1)N→∞

)
.

Moreover, using fΨN ⇀ f weakly in L1+2/d(Rd) we find that∫
Rd
UfΨN →

∫
Rd
Uf.

Thus

lim inf
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
≥ −Lcl

1,d

∫
Rd
U1+d/2 +

∫
Rd
Uf.

Optimizing over U (i.e. choosing U = const.f 2/d) we conclude that

lim inf
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
≥ Kcl

d

∫
Rd
f 1+2/d.

Upper bound. We can follow the coherent state approach in the proof of Weyl’s law to

deduce the upper bound, but in this way it is not easy to keep the important constraint that

ΨN are Slater determinants. In the following, we will follow a more direct approach, which

is close to Weyl’s original method and Thomas–Fermi heuristic argument.

Step 1 (Slater determinants of Dirichlet Laplacian on a cube). Consider the Dirichlet

Laplacian −∆ on Q = [0, L]d. Recall that that it has eigenvalues |πk/L|2, k ∈ Nd, with

eigenfunctions

uk(x) =
d∏
i=1

[√
2

L
sin

(
πkixi

L

)]
, k = (ki)di=1, x = (xi)di=1 ∈ Rd.

The ground state of the M -body kinetic operator
∑M

j=1(−∆xj) is the Slater determinant ΨS
M

made of the first M eigenfunctions {uk}. It is straightforward to see that when M →∞,

1

M1+2/d

〈
ΨS
M ,

M∑
i=1

(−∆xi)Ψ
S
M

〉
=

1

M1+2/d

∑
k∈SM

∣∣∣∣πkL
∣∣∣∣2 → Kcl

d

|Q|2/d

and

fΨSM
=

1

M

∑
first M

eigenfunctions

|uk|2 →
1Q

|Q|
strongly in Lp(Q), ∀p ∈ [1,∞).

Step 2 (Slater determinants of step-function densities). Let
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0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd),

∫
Rd
f = 1.

Let {Q} be a finite family of disjoint cubes, whose construction will be specified in the next

step. In the following we only consider cubes Q such that∫
Q

f > 0.

We can find an integer number

MQ ∈
(
N

∫
Q

f
)
± [−1, 1]

such that ∑
Q

MQ = N

∫
Rd
f = N.

Now for every Q, consider the first MQ eigenfunctions {uQj }
MQ

j=1 of the Dirichlet Laplacian

−∆ on Q. These functions can be trivially extended to zero outside Q to become a function

in H1
0 (Rd). Since the cubes {Q} are disjoint, the N functions

⋃
Q{u

Q
j }

MQ

j=1 ⊂ H1
0 (Rd) are

orthonormal in L2(Rd). Let ΨS
N ∈ L2

a(RdN) be the Slater determinant made of this orthogonal

family. Then in the limit N →∞, using the fact that

MQ

N
→
∫
Q

f > 0

and the calculation in Step 1 for each cube, we get

1

N1+2/d

〈
ΨS
N ,

N∑
i=1

−∆xiΨ
S
N

〉
=

1

N1+2/d

∑
Q

MQ∑
i=1

‖∇uQi ‖2

=
∑
Q

 1

M
1+2/d
Q

MQ∑
i=1

‖∇uQi ‖2

 ∣∣∣∣MQ

N

∣∣∣∣1+2/d

→
∑
Q

Kcl
d

|Q|2/d
·
∣∣∣∣∫
Q

f

∣∣∣∣1+2/d

= Kcl
d

∑
Q

|Q|
∣∣∣∑

Q

1

|Q|

∫
Q

f
∣∣∣1+2/d

≤ Kcl
d

∑
Q

∫
Q

f 1+2/d (by Jensen’s inequality)

≤ Kcl
d

∫
Rd
f 1+2/d
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and

fΨSN
=

1

N

∑
Q

MQ∑
i=1

|uQi |2 =
∑
Q

MQ∑
i=1

|uQi |2

MQ

· MQ

N
→
∑
Q

1Q

|Q|

∫
Q

f

strongly in Lp(Rd) for all 1 ≤ p <∞.

Step 3 (Conclusion). Since 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd), for every k ≥ 1 we can find a

finite family of disjoint cubes {Q} such that∥∥∥∥∥f −∑
Q

1Qf
Q

∥∥∥∥∥
L1(Rd)

+

∥∥∥∥∥f −∑
Q

1Qf
Q

∥∥∥∥∥
L1+2/d(Rd)

≤ k−1, f
Q

:=
1

|Q|

∫
Q

f.

Using this collection of cubes, for every N ≥ 1 we can construct a Slater determinant Ψk
N ∈

L2
a(RdN) as in Step 2. Thus there exists Nk > 0 such that for every N ≥ Nk,

1

N1+2/d

〈
Ψk
N ,

N∑
i=1

−∆xiΨ
k
N

〉
≤ Kcl

d

∫
Rd
f 1+2/d + k−1

and ∥∥∥∥∥fΨkN
−
∑
Q

1Qf
Q

∥∥∥∥∥
L1

+

∥∥∥∥∥fΨkN
−
∑
Q

1Qf
Q

∥∥∥∥∥
L1+2/d

≤ k−1.

By the triangle inequality, for every N ≥ Nk,∥∥∥fΨkN
− f

∥∥∥
L1(Rd)

+
∥∥∥fΨkN

− f
∥∥∥
L1+2/d(Rd)

≤ 2k−1.

Now we conclude using a standard diagonal argument. By induction in k, we can choose the

above sequenceNk such thatNk+1 > Nk. Since limk→∞Nk =∞, we can find limN→∞ kN =∞
slowly such that

N ≥ NkN .

Thus the Slater determinant ΨN = ΨkN
N ∈ SN constructed as above satisfies, as N →∞,

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
≤ Kcl

d

∫
Rd
f 1+2/d + k−1

N → Kcl
d

∫
Rd
f 1+2/d

and

‖fΨN − f‖L1(Rd) + ‖fΨN − f‖L1+2/d(Rd) ≤ 2k−1
N → 0.

This completes the proof of the theorem.
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Note that the above theorem is conceptually equivalent to Weyl’s law for the sum of eigen-

values. For example, we can use this theorem to give another analysis for the hydrogen-like

atom

HN =
N∑
i=1

(
−∆xi −

N

|xi|

)
on L2

a(R3N).

We want to show that the ground state energy of HN is

EN = −N7/3
((3)1/3

4
+ o(1)N→∞

)
.

By rescaling x 7→ N1/3x, it is equivalent to prove that the Hamiltonian

H̃N =
N∑
i=1

(
− 1

N5/3
∆xi −

1

N |xi|

)
on L2

a(R3N)

has the ground state energy ẼN = −(3)1/3/4 + o(1)N→∞.

Another look at H̃N . Lower bound. Take an arbitrary normalized wave function ΨN ∈
L2
a(RdN) such that 〈

ΨN , HNΨN

〉
= ẼN +O(N−1).

By the Lieb–Thirring inequality

〈
ΨN , HNΨN

〉
=

1

N5/3

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
−
∫
R3

fΨN

|x|
dx ≥ K

∫
R3

f
5/3
ΨN
−
∫
R3

fΨN

|x|
dx.

with a constant K > 0 independent of N . Moreover, using
∫
R3 fΨN = 1 and Hölder’s

inequality we find that∫
R3

fΨN

|x|
dx ≤

∫
|x|≥1

fΨN

|x|
dx+

∫
|x|<1

fΨN

|x|
dx

≤ 1 + ‖fΨN‖L5/3(R3)‖|x|−11(|x| ≤ 1)‖L5/2(R3) ≤ 1 + C‖fΨN‖L5/3(R3).

Therefore,

K

∫
R3

f
5/3
ΨN
−
∫
R3

fΨN

|x|
dx ≥ K

2

∫
R3

f
5/3
ΨN
− C.

Thus ẼN ≥ −C and fΨN is bounded in L5/3(R3). Up to a subsequence, we can assume that
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fΨN ⇀ f weakly in L5/3(R3). Then∫
R3

f ≤ lim inf
N→∞

∫
R3

fΨN = 1.

Moreover, by the above theorem, we have

lim inf
N→∞

〈
ΨN , HNΨN

〉
≥ Kcl

3

∫
R3

f 5/3 −
∫
R3

f(x)

|x|
dx

where

Kcl
3 =

( d

d+ 2

(2π)d

|B1|2/d
)
|d=3

=
3

5

(2π)2

(4π/3)2/3
=

3

5
(6π2)2/3.

Exercise. Consider the Thomas–Fermi functional

ETF(f) = Kcl
3

∫
R3

f 5/3 −
∫
R3

f(x)

|x|
dx, Kcl

3 =
3

5
(6π2)2/3.

Prove that the variational problem

E = inf
{
ETF(f) | 0 ≤ f ∈ L1(R3) ∩ L5/3(R3),

∫
R3

f ≤ 1
}

has a unique minimizer f0. Moreover,
∫
R3 f0 = 1 and E = −(3)1/3/4.

This leads to the lower bound

lim inf
N→∞

ẼN = lim inf
N→∞

〈
ΨN , HNΨN

〉
≥ −(3)1/3/4

for a subsequence as N →∞. We then obtain the convergence for the whole sequence by a

standard contradiction argument.

Upper bound. Let f0 be the Thomas–Fermi minimizer from the above exercise,
∫
R3 f0 = 1.

By the above theorem, we can find Slater determinants ΨN ∈ L2
a(RdN) such that fΨN → f0

strongly in L1(R3) ∩ L5/3(R3) and

lim sup
N→∞

ẼN ≤ lim sup
N→∞

〈
ΨN , HNΨN

〉
= Kcl

3

∫
R3

f
5/3
0 −

∫
R3

f0(x)

|x|
dx = −(3)1/3/4.
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It is conjectured that

Kcl
d

∫
Rd
ρ

1+2/d
ΨN

≤
〈

ΨN ,
N∑
i=1

(−∆xi)ΨN

〉
≤ Kcl

d

∫
Rd
ρ

1+2/d
ΨN

+

∫
Rd
|∇√ρΨN |2

⇐⇒ Kcl
d

∫
Rd
f

1+2/d
ΨN

≤ 1

N1+2/d

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≤ Kcl

d

∫
Rd
f

1+2/d
ΨN

+N−2/d

∫
Rd
|∇
√
fΨN |2,

where the lower bound holds for all d ≥ 3 (Lieb–Thirring conjecture) and the upper bound

holds for all d ≥ 1. The upper bound was proved by March and Young in 1958 for d = 1,

but their proof cannot be extended to higher dimensions.

8.3 Convergence of the Levy–Lieb functional

Consider the Hamiltonian

HN =
N∑
i=1

(
− h2∆xi + V (xi)

)
+ λ

∑
1≤i<j≤N

w(xi − xj).

in the semiclassical mean–field regime

h = N−1/d, λ = N−1.

We will prove that the rescaled Levy–Lieb density functional

EN(f) :=
LN(Nf)

N
= inf
‖ΨN‖L2

a(RdN )
=1

fΨN
=f

〈ΨN , HNΨN〉
N

converges to the Thomas–Fermi density functional

ETF(f) := Kcl
d

∫
Rd
f 1+2/d +

∫
Rd
V f +

1

2

∫∫
Rd×Rd

f(x)f(y)w(x− y)dxdy.

Conditions on potentials. The potentials V,w : Rd → R belong to Lp(Rd) + Lq(Rd) with

p, q ∈ [1 + d/2,∞). Moreover, w admits the decomposition

w(x) =

∫ ∞
0

(χr ∗ χr)(x)dµ(r),
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for a positive measure µ on (0,∞) and for a family of even functions 0 ≤ χr ∈ Lp(Rd)+Lq(Rd)

with p, q ∈ [2 + d,∞).

The decomposition on w is equivalent to

ŵ(k) =

∫ ∞
0

|χ̂r(k)|2dµ(r).

So this essentially requires that ŵ(k) ≥ 0, plus some regularity. This holds for a large class

of potentials, including Coulomb potentials. For example, in R3 we have the Fefferman-de

la Llave formula
1

|x|
=

1

π

∫ ∞
0

(1Br ∗ 1Br)(x)
dr

r5
, ∀x ∈ R3\{0}

where 1Br is the characteristic function of the ball B(0, r) in R3.

Exercise. Let d ≥ 1 and let 1Br be the characteristic function of the ball B(0, r) in Rd.

Prove that for every 0 < λ < d, there exists a constant Cλ,d > 0 such that

1

|x|λ
= Cλ,d

∫ ∞
0

(1Br ∗ 1Br)(x)
dr

rd+λ+1
, ∀x ∈ Rd\{0}.

Theorem (Gamma convergence from Levy-Lieb to Thomas-Fermi functional). For all

d ≥ 1, when N → ∞, the Levy–Lieb functional EN converges to the Thomas-Fermi

functional ETF in the following sense:

(i) (Lower bound) For every sequence 0 ≤ fN ∈ L1(Rd) ∩ L1+2/d(Rd) such that∫
Rd fN = 1 and fN ⇀ f weakly in L1+2/d(Rd), then

lim inf
N→∞

EN(fN) ≥ ETF(f).

(ii) (Upper bound) For every 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd) such that
∫
Rd f = 1, there

exists a sequence of Slater determinants ΨN ∈ L2
a(RdN) such that fΨN = fN → f

strongly in L1(Rd) ∩ L1+2/d(Rd), and

lim sup
N→∞

EN(fN) ≤ ETF(f).

Proof. Lower bound. Consider a normalized wave function ΨN ∈ L2
a(RdN) with fΨN =
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fN ⇀ f weakly in L1+2/d(Rd). We have〈
ΨN , HNΨN

〉
N

=
1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
+

∫
Rd
V fN+

1

N2

〈
ΨN ,

∑
1≤i<j≤N

w(xi − xj)ΨN

〉
.

By the convergence of the kinetic functional, we have

lim inf
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

−∆xiΨN

〉
≥ Kcl

d

∫
Rd
f 1+2/d.

Moreover, since fN ⇀ f weakly in L1+2/d(Rd) and ‖fN‖L1 = 1, by interpolation we have

fN ⇀ f weakly in Lr(Rd) for all r ∈ (1, 1 + 2/d]. Under the condition V ∈ Lp(Rd) + Lq(Rd)

with p, q ∈ [1 + d/2,∞), we deduce that

lim
N→∞

N−1

〈
ΨN ,

N∑
i=1

V (xi)ΨN

〉
= lim

N→∞

∫
Rd
V fN =

∫
Rd
V f.

It remains to consider the interaction terms. Using

w(x− y) =

∫ ∞
0

dµ(r)(χr ∗ χr)(x− y) =

∫ ∞
0

dµ(r)

∫
Rd

dzχr(x− z)χr(y − z)

we find that〈
ΨN ,

∑
1≤i<j≤N

w(xi − xj)ΨN

〉
=

∫ ∞
0

dµ(r)

∫
Rd

dz

〈
ΨN ,

∑
1≤i<j≤N

χr(xi − z)χr(xj − z)ΨN

〉
.

For every r > 0 and z ∈ Rd, by the Cauchy-Schwarz inequality we get〈
ΨN ,

∑
1≤i<j≤N

χr(xi − z)χr(xj − z)ΨN

〉

=
1

2

[〈
ΨN ,

( N∑
i=1

χr(xi − z)
)2

ΨN

〉
−

〈
ΨN ,

N∑
i=1

χ2
r(xi − z)ΨN

〉]
+

≥ 1

2

〈ΨN ,
N∑
i=1

χr(xi − z)ΨN

〉2

−

〈
ΨN ,

N∑
i=1

χ2
r(xi − z)ΨN

〉
+

=
1

2

[
N2(fN ∗ χr)2(z)−N(fN ∗ χ2

r)(z)
]

+
.
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Since fN ⇀ f weakly in Lr(Rd) for all 1 < r ≤ 1 + 2/d, and χr, χ
2
r ∈ Lp(Rd) + Lq(Rd) with

p, q ∈ [1 + d/2,∞), we find that

lim
N→∞

(fN ∗ χr)(z) = (f ∗ χr)(z),

lim
N→∞

(fN ∗ χ2
r)(z) = (f ∗ χ2

r)(z).

Hence, for every r > 0 and z ∈ Rd,

lim inf
N→∞

N−2

〈
ΨN ,

∑
1≤i<j≤N

χr(xi − z)χr(xj − z)ΨN

〉

≥ lim inf
N→∞

N−2 1

2

[
N2(fN ∗ χr)2(z)−N(fN ∗ χ2

r)(z)
]

+
=

1

2
(f ∗ χr)2(z).

Therefore, by Fatou’s lemma,

lim inf
N→∞

N−2

〈
ΨN ,

∑
1≤i<j≤N

w(xi − xj)ΨN

〉

= lim inf
N→∞

∫ ∞
0

dr

∫
Rd

dzN−2

〈
ΨN ,

∑
1≤i<j≤N

χr(xi − z)χr(xj − z)ΨN

〉

≥
∫ ∞

0

dr

∫
Rd

dz
1

2
(f ∗ χr)2(z) =

1

2

∫∫
Rd×Rd

f(x)f(y)w(x− y)dxdy.

Here we have repeatedly use the decomposition of w. Thus in summary,

lim inf
N→∞

〈ΨN , HNΨN〉
N

≥ ETF(f).

Since ΨN ∈ L2
a(RdN) can be chosen arbitrarily under the sole condition fΨN = fN , this leads

the desired lower bond

lim inf
N→∞

EN(fN) ≥ ETF(f).

Upper bound. Let 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd) with
∫
Rd f = 1. Then by the convergence

of the kinetic functional, there exist Slater determinants ΨN ∈ L2
a(RdN) such that fΨN =

fN → f strongly in L1(Rd) ∩ L1+2/d(Rd) and

lim sup
N→∞

1

N1+2/d

〈
ΨN ,

N∑
i=1

(−∆xi)ΨN

〉
≤ Kcl

d

∫
Rd
f 1+2/d.

Since fN → f in Lr(Rd) for all r ∈ [1, 1 + 2/d] and V ∈ Lp(Rd) + Lq(Rd) with p, q ∈
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[1 + d/2,∞), we have

lim
N→∞

N−1

〈
ΨN ,

N∑
i=1

V (xi)ΨN

〉
= lim

N→∞

∫
Rd
V fN =

∫
Rd
V f.

Finally, for the interaction terms, since ΨN is a Slater determinants and w is non-negative,

an explicit computation shows that〈
ΨN ,

∑
1≤i<j≤N

w(xi − xj)ΨN

〉
=

1

2

∫∫
Rd×Rd

[
ρΨN (x)ρΨN (y)− |γ(1)

ΨN
(x, y)|2

]
w(x− y)dxdy

≤ 1

2

∫∫
Rd×Rd

ρΨN (x)ρΨN (y)w(x− y)dxdy

=
N2

2

∫∫
Rd×Rd

fN(x)fN(y)w(x− y)dxdy.

The convergence fN → f in L1(Rd) ∩ L1+2/d(Rd) and the assumption w ∈ Lp(Rd) + Lq(Rd)

imply that

fN ∗ w → f ∗ w in L∞(Rd)

by Young’s inequality. Hence,

N−2

〈
ΨN ,

∑
1≤i<j≤N

w(xi − xj)ΨN

〉
≤ 1

2

∫∫
Rd×Rd

fN(x)fN(y)w(x− y)dxdy

→ 1

2

∫∫
Rd×Rd

f(x)f(y)w(x− y)dxdy.

Putting all together we obtain the desired upper bound

lim sup
N→∞

〈ΨN , HNΨN〉
N

≤ ETF(f).
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8.4 Convergence of ground state energy and ground

states

The notion of Gamma convergence is useful for many applications. In particular, we can

come back to the ground state problem of the Hamiltonian

HN =
N∑
i=1

(
− h2∆xi + V (xi)

)
+ λ

∑
1≤i<j≤N

w(xi − xj), h = N−1/d, λ = N−1.

As above, we assume that V,w ∈ Lp(Rd) + Lq(Rd) with p, q ∈ [1 + d/2,∞) and

w(x) =

∫ ∞
0

(χr ∗ χr)(x)dµ(r),

for a positive measure µ on (0,∞) and for a family of even functions 0 ≤ χr ∈ Lp(Rd)+Lq(Rd)

with p, q ∈ [2 + d,∞). Recall the Thomas–Fermi functional

ETF(f) := Kcl
d

∫
Rd
f 1+2/d +

∫
Rd
V f +

1

2

∫∫
Rd×Rd

f(x)f(y)w(x− y)dxdy.

and the TF energy

ETF := inf

{
ETF(f) : 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd),

∫
Rd
f ≤ 1

}
.

Exercise. Given real–valued functions V,w ∈ Lp(Rd) +Lq(Rd) with p, q ∈ [1 +d/2,∞).

Prove that ETF has a minimizer fTF with
∫
Rd f

TF ≤ 1 and

ETF = inf

{
ETF(f) : 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd),

∫
Rd
f = 1

}
.

Prove that if we assume further ŵ ≥ 0, then fTF is unique.

We have

Theorem (Convergence of ground state energy and ground states). Let d ≥ 1. The
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ground state energy EN of HN converges to the Thomas-Fermi energy:

lim
N→∞

EN
N

= ETF.

Moreover, if ΨN ∈ L2
a(RdN) is a ground state for HN , or more generally an approximate

ground state in the sense that

lim
N→∞

〈ΨN , HNΨN〉
N

= ETF,

then

fΨN ⇀ fTF weakly in L1+2/d(Rd)

where fTF is the unique Thomas–Fermi minimizer satisfying
∫
Rd f

TF ≤ 1.

• It may happen that EN has no minimizer, and/or ETF has no minimizer satisfying∫
Rd f

TF = 1. Nevertheless, the convergence of the ground state energy is always valid.

In fact, the convergence of the ground state energy is valid under a very general condi-

tion on w (including negative potentials, e.g. w(x) = −|x|−1), as proved by Fournais,

Lewin and Solovej (FLS-2018).

• This result justifies the validity of Thomas-Fermi in the atomic case, which was first

proved by Lieb and Simon (1973). In this case we have Coulomb potentials in R3

V (x) = − 1

|x|
, w(x) =

1

|x|
.

In the litterature, the atomic Hamiltonian is often written in the form

Hatom
N =

N∑
i=1

(
−∆xi −

N

|xi|

)
+

∑
1≤i<j≤N

1

|xi − xj|
on L2

a(R3N),

which corresponds to a neutral atom of N quantum electrons moving around a heavy

nucleus fixed at 0 ∈ R3 of the nuclear charge Z = N , interacting via Coulomb forces.

By changing the variable x 7→ N−1/3x, Hatom
N is unitarily equivalent to

H̃atom
N =

N∑
i=1

(
−N2/3∆xi −

N

N−1/3|xi|

)
+

∑
1≤i<j≤N

1

N−1/3|xi − xj|
on L2

a(R3N)

= N4/3

[
N∑
i=1

(
−N−2/3∆xi −

1

|xi|

)
+N−1

∑
1≤i<j≤N

1

|xi − xj|

]
.

https://arxiv.org/abs/1510.01124
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Thus the above theorem tells us that

inf σ(Hatom
N )

N7/3
=

inf σ(H̃atom
N )

N7/3
→ ETF

where

ETF(f) = Kcl
3

∫
R3

f 5/3 −
∫
R3

f(x)

|x|
dx+

1

2

∫∫
R3×R3

f(x)f(y)

|x− y|
dxdy, Kcl

3 =
3

5
(6π2)2/3.

In this case, Hatom
N has a ground state and the unique minimizer of ETF satisfies∫

Rd f
TF = 1 (we will come to that later).

Proof. Energy upper bound. Recall the variational principle

EN = inf
‖ΨN‖L2

a(RdN )
=1
〈ΨN , HNΨN〉 = inf

f≥0∫
Rd f=1

inf
‖ΨN‖L2

a(RdN )
=1

fΨN
=f

〈ΨN , HNΨN〉,

which can be rewritten as
EN
N

= inf
f≥0∫

Rd f=1

EN(f)

thanks to the definition of the (rescaled) Levy–Lieb functional

EN(f) := inf
‖ΨN‖L2

a(RdN )
=1

fΨN
=f

〈ΨN , HNΨN〉
N

Recall also the following equivalent definition of the Thomas–Fermi energy (see an exercise

above)

ETF = inf

{
ETF(f) : 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd),

∫
Rd
f = 1

}
.

For every 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd) satisfying
∫
Rd f = 1, by the Gamma convergence

(upper bound), we can find Slater determinants ΨN ∈ L2
a(RdN) such that fΨN = fN → f

strongly in L1(Rd) ∩ L1+2/d(Rd), and

lim sup
N→∞

EN
N
≤ lim sup

N→∞
EN(fN) ≤ ETF(f).

Then optimizing over f we obtain

lim sup
N→∞

EN
N
≤ ETF.



8.4. CONVERGENCE OF GROUND STATE ENERGY AND GROUND STATES 159

Energy lower bound. For any normalized wave function ΨN ∈ L2
a(R3N), using w ≥ 0 and

the Lieb–Thirring kinetic inequality we have

HN ≥
N∑
i=1

(−N−2/d∆xi + V (xi)).

Hence,

〈ΨN , HNΨN〉
N

≥ 〈ΨN ,
∑N

i=1(−∆xi)ΨN〉
N1+2/d

+

∫
Rd
V fΨN ≥ Kd

∫
Rd
f

1+2/d
ΨN

+

∫
Rd
V fΨN

for a constant Kd > 0. Since V ∈ Lp(Rd) + Lq(Rd) with p, q ∈ [1 + d/2,∞) we have

〈ΨN , HNΨN〉
N

≥ Kd

2

∫
Rd
f

1+2/d
ΨN

− C.

Thus EN/N is bounded from below. Moreover, if the wave function satisfies

〈ΨN , HNΨN〉 = EN + o(N)N→∞,

then fN := fΨN is bounded in L1+2/d(Rd). Up to a subsequence, we can assume that fN ⇀ f

in L1+2/d(Rd). Hence, by the Gamma-convergence (lower bound) we have

lim inf
N→∞

EN
N

= lim inf
N→∞

〈ΨN , HNΨN〉
N

≥ lim inf
N→∞

EN(fN) ≥ ETF(f) ≥ ETF.

In the last inequality, we have used the variational definition of ETF. Note that the weak

convergence fN ⇀ f implies that 0 ≤ f ∈ L1(Rd) ∩ L1+2/d(Rd) and∫
Rd
f ≤ lim inf

N→∞

∫
Rd
fN = 1.

Since the limit ETF is unique, we can obtain the lower bound estimate for the whole sequence

N →∞. Thus in conclusion we obtain the convergence of the ground state energy

lim
N→∞

EN
N

= ETF.

Convergence of ground states. Let ΨN be an approximate ground state for HN and let

fN = fΨN . Let fTF be a minimizer for ETF with
∫
Rd f

TF = 1. Then from the above proof of
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the lower bound, we have fN ⇀ f weakly in L1+2/d(Rd) and

lim
N→∞

EN
N

= lim
N→∞

〈ΨN , HNΨN〉
N

= lim
N→∞

EN(fN) = ETF(f) = ETF = ETF(fTF).

Since the TF functional is strictly convex, it has a unique minimizer. Thus fN ⇀ fTF weakly

in L1+2/d(Rd).

8.5 Atomic Thomas–Fermi minimizer

We take a closer look at the Thomas–Fermi functional for Coulomb potentials

ETF(f) :=
3

5
K

∫
R3

f 5/3 −
∫
R3

f(x)

|x|
dx+

1

2

∫∫
R3×R3

f(x)f(y)

|x− y|
dxdy.

with a constant K > 0 (the physical constant will be 3
5
K = Kcl

3 , namely K = (6π2)2/3).

From an exercise of the previous section, we know that the minimization problem

ETF := inf

{
ETF(f) : 0 ≤ f ∈ L1(R3) ∩ L5/3(R3),

∫
R3

f ≤ 1

}
.

has a unique minimizer fTF since ŵ(k) = const.|k|−2 > 0.

Theorem (Atomic Thomas–Fermi minimizer). The unique atomic TF minimizer fTF

is radially symmetric,
∫
R3 f

TF = 1, and it solves the TF equation

KfTF(x)2/3 = |x|−1 − fTF ∗ |x|−1, ∀x ∈ R3\{0}

Moreover, fTF is the unconstrained minimizer, namely

E(fTF) ≤ ETF(f), ∀0 ≤ f ∈ L1(R3) ∩ L5/3(R3).

Proof. Step 1. Since f 7→ ETF(f) is rotational invariant, the unique minimizer fTF must be

radially symmetric. Let us prove that
∫
R3 f

TF = 1. Assume by contradiction that
∫
R3 f

TF < 1.

Then for every 0 ≤ ϕ ∈ C∞c (R3) and t > 0 small we have

fTF + tϕ ≥ 0,

∫
R3

(fTF + tϕ) ≤ 1.
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Thus by the minimality of fTF we have

ETF(fTF) ≤ ETF(fTF + tϕ)

for all t ≥ 0 sufficiently small. Consequently,

0 ≤ d

dt

(
ETF(fTF + tϕ)

)
|t=0+

=

∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
ϕ(x)dx.

Since this holds for all 0 ≤ ϕ ∈ C∞c , we find that

K(fTF)2/3 − 1

|x|
+ fTF ∗ 1

|x|
≥ 0, for a.e. x ∈ R3.

On the other hand, by Newton’s theorem

fTF ∗ 1

|x|
=

∫
R3

fTF(y)

|x− y|
dy =

∫
R3

fTF(y)

max{|x|, |y|}
dy ≤

∫
R3

fTF(y)

|x|
dy =

∫
R3 f

TF

|x|
.

Thus

KfTF(x)2/3 ≥ 1

|x|
− fTF ∗ 1

|x|
≥
(

1−
∫
R3

fTF
) 1

|x|
for a.e. x ∈ R3,

which implies that

fTF(x) ≥ c0

|x|3/2
for a.e. x ∈ R3

with a constant c0 > 0. However, the last inequality contradicts to the fact that
∫
R3 f

TF <∞.

Thus we must have
∫
R3 f

TF = 1.

Step 2. Now we derive the TF equation. We can proceed similarly as above, but now we

have to choose the test functions

ϕ ∈ L1(R3) ∩ L5/3(R3), ϕ(x) ≥ −fTF(x) for a.e. x ∈ R3,

∫
R3

ϕ ≤ 0.

Then as above, we have

E(fTF) ≤ ETF(fTF + tϕ), ∀t ∈ [0, 1],

and hence

0 ≤ d

dt

(
ETF(fTF + tϕ)

)
|t=0+

=

∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
ϕ(x)dx.
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By taking ϕ = −fTF, we find that

µTF := −
∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
fTF(x) ≥ 0.

We can also take

ϕ(x) = g(x)−
(∫

R3

g
)
fTF(x)

with

0 ≤ g ∈ C∞c (R3),

∫
R3

g ≤ 1.

Then the above variational inequality reads

0 ≤
∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)[
g(x)−

(∫
R3

g
)
fTF(x)

]
dx

=

∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
g(x)dx+ µTF

∫
R3

g

=

∫
R3

W (x)g(x)dx

where

W (x) := KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|
+ µTF.

Thus we have proved that∫
R3

W (x)g(x)dx ≥ 0, ∀0 ≤ g ∈ C∞c (R3),

∫
R3

g ≤ 1.

which implies that W (x) ≥ 0 for a.e. x ∈ R3. On the other hand, thanks to the definition of

µTF and the fact that
∫
R3 f

TF = 0, we obtain∫
R3

WfTF =

∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
fTF + µTF = 0.

Since W (x) ≥ 0 and fTF(x) ≥ 0 for a.e. x ∈ R3, we conclude that when fTF(x) > 0, we have

W (x) = 0 namely

KfTF(x)2/3 =
1

|x|
− fTF ∗ 1

|x|
− µTF.

On the other hand, if fTF(x) = 1, then using W (x) ≥ 0 we get

0 ≥ 1

|x|
− fTF ∗ 1

|x|
− µTF.
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These two formulas can be written in the compact form

KfTF(x)2/3 =
[ 1

|x|
− fTF ∗ 1

|x|
− µTF

]
+
.

We will prove later that µTF = 0, but that requires a preparation.

Step 3. Now we prove that fTF is an unconstrained minimizer. For any m > 1 (not

necessarily an integer) we can consider the variational problem

ETF(m) := inf

{
ETF(f) : 0 ≤ f ∈ L1(R3) ∩ L5/3(R3),

∫
R3

f ≤ m

}
.

Then proceeding exactly as before, we know that ETF(m) has a unique minimizer fm with∫
R3 fm ≤ m, which is radially symmetric. Our goal is to show that fm = fTF. It suffices to

prove ∫
R3

fm ≤ 1.

We will need a TF equation for fm. We can proceed similarly as in Step 2. More precisely,

for all

ϕ ∈ L1(R3) ∩ L5/3(R3), ϕ(x) ≥ −fm(x) for a.e. x ∈ R3,

∫
R3

ϕ ≤ 0

we also have

0 ≤ d

dt

(
ETF(fm + tϕ)

)
|t=0+

=

∫
R3

(
Kfm(x)2/3 − 1

|x|
+ fm ∗

1

|x|

)
ϕ(x)dx

and that implies

µm := −

∫
R3

(
Kfm(x)2/3 − 1

|x| + fm ∗ 1
|x|

)
fm(x)∫

R3 fm
≥ 0.

Now we take

ϕ(x) = g(x)−
( ∫

R3 g∫
R3 fm

)
fm(x), 0 ≤ g ∈ C∞c (R3),

∫
R3

g ≤ 1

which gives

0 ≤
∫
R3

(
Kfm(x)2/3 − 1

|x|
+ fm ∗

1

|x|

)[
g(x)−

( ∫
R3 g∫
R3 fm

)
fm(x)

]
dx
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=

∫
R3

(
Kfm(x)2/3 − 1

|x|
+ fm ∗

1

|x|

)
g(x)dx+ µm

∫
R3

g =

∫
R3

Wm(x)g(x)dx

where

Wm(x) := Kfm(x)2/3 − 1

|x|
+ fm ∗

1

|x|
+ µm.

This implies that Wm(x) ≥ 0 for a.e. x ∈ R3. Moreover, by the choice of µm we have∫
R3

Wmfm =

∫
R3

(
Kfm(x)2/3 − 1

|x|
+ fm ∗

1

|x|

)
fm + µm

∫
R3

fm = 0.

Thus Wm(x) = 0 if fm(x) > 0. All this gives the TF equation

Kfm(x)2/3 =
[ 1

|x|
− fm ∗

1

|x|
− µm

]
+
.

It remains to deduce the bound
∫
R3 fm ≤ 1 from the TF equation. Recall that µm ≥ 0 and

fm is radial (hence, we can use Newton’s theorem to simplify the convolution). Multiplying

the TF equation with fm(x) we have the pointwise inequality

0 ≤ Kfm(x)5/3 =
[ 1

|x|
− fm ∗

1

|x|
− µm

]
fm(x)

≤
[ 1

|x|
− fm ∗

1

|x|

]
fm(x)

=
[ 1

|x|
−
∫
R3

fm(y)

max{|x|, |y|}
dy
]
fm(x), for a.e. x ∈ R3.

Integrating against 1(|x| ≤ R)|x|kdx with k = 2, 3, ... we obtain∫
|x|≤R

|x|k−1fm(x)dx ≥
∫
|x|≤R

∫
|y|≤R

|x|k

max{|x|, |y|}
fm(x)fm(y)dxdy

=
1

2

∫
|x|≤R

∫
|y|≤R

|x|k + |y|k

max{|x|, |y|}
fm(x)fm(y)dxdy.

Note that any a ≥ b ≥ 0 and k = 2, 3, ... we have the elementary inequality

ak + bk

max{a, b}
= ak−1 +

bk

a
≥ k − 1

k
(ak−1 + bk−1)

which is equivalent to

ak−1 + k
bk

a
≥ (k − 1)bk−1.
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The latter follows from the AM-GM inequality

ak−1 + (k − 1)
bk

a
≥ kbk−1.

Coming back to the TF problem, we have∫
|x|≤R

|x|k−1fm(x)dx ≥ 1

2

∫
|x|≤R

∫
|y|≤R

|x|k + |y|k

max{|x|, |y|}
fm(x)fm(y)dxdy

≥ k − 1

2k

∫
|x|≤R

∫
|y|≤R

(|x|k−1 + |y|k−1)fm(x)fm(y)dxdy

=
k − 1

k

(∫
|x|≤R

|x|k−1fm(x)dx
)(∫

|y|≤R
fm(y)dy

)
.

Thus for R > 0 large we find that
∫
|x|≤R |x|

k−1fm(x)dx > 0, and hence

1 ≥ k − 1

k

∫
|y|≤R

fm(y)dy.

The taking k →∞ and R→∞ we conclude that

1 ≥
∫
R3

fm.

Thus fm = fTF, for all m > 1. This means that fTF is an unconstrained minimizer for the

TF functional.

Step 4. Since fTF is an unconstrained minimizer for the TF functional, we have

E(fTF) ≤ E(tfTF), ∀t > 0.

Consequently,

0 =
d

dt
E(tfTF)|t=1 =

∫
R3

(
KfTF(x)2/3 − 1

|x|
+ fTF ∗ 1

|x|

)
fTF(x) = −µTF.

Thus the TF equation becomes

KfTF(x)2/3 =
[ 1

|x|
− fTF ∗ 1

|x|

]
+

=
1

|x|
− fTF ∗ 1

|x|
.
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Here in the second identity we have used Newton’s theorem

fTF ∗ 1

|x|
=

∫
R3

fTF(y)

|x− y|
dy =

∫
R3

fTF(y)

max{|x|, |y|}
dy ≤

∫
R3

fTF(y)

|x|
dy =

1

|x|
.

From the TF equation, we find that fTF(x) is continuous away from 0, since both |x|−1 and

the convolution fTF ∗ 1
|x| are continuous away from 0. Hence, the TF equation holds true for

all x 6= 0. This completes the proof of the theorem.

Remark: The function

ΦTF(x) =
1

|x|
− fTF ∗ 1

|x|
≥ 0

is called the Thomass–Fermi potential. Note that

∆ΦTF(x) = 4πfTF(x), ∀x ∈ R3\{0}.

Hence, the TF equation can be written in the equivalent form

∆ΦTF(x) = 4πK−3/2ΦTF(x)3/2.

This nonlinear PDE is well-studied. We have the Sommerfeld asymptotic formula

lim
|x|→∞

|x|4ΦTF(x) = ATF, ATF =
(3K)3

3π2
.

In fact, the following pointwise bound was proved by Solovej (2000).

ATF|x|−4 ≥ ΦTF(x) ≥ ATF|x|−4 − C|x|−4−ε, ε =

√
73− 7

2
> 0.

Consequently, the TF minimizer fTF(x) decays as const.|x|−6 when |x| → ∞.

https://arxiv.org/abs/math-ph/0012026


Chapter 9

Hartree–Fock theory

Recall that the ground state energy of a Hamiltonian HN on L2
a(RdN) is defined by

EN = inf
‖Ψ‖

L2
a(RdN )

=1
〈Ψ, HNΨ〉.

In the Hartree–Fock theory, one restricts the consideration to Slater determinants and

consider

EHF = inf
Ψ a Slater determinant

〈Ψ, HNΨ〉.

Thus by the variational principle, we have the obvious upper bound

EN ≤ EHF.

For a comparison, the Thomas–Fermi energy is neither an upper bound nor a lower bound

to the full quantum energy. As we will see, in many situations, it is possible to obtain a good

lower bound for EN −EHF, making the Hartree–Fock theory significantly more precise than

the Thomas–Fermi theory.

In the same spirit of the density functional theory, an important advantage of the Hartree–

Fock theory is that the energy expectation can be expressed purely in terms of the one–body

density matrix of the Slater determinants. For a typical Hamiltonian HN on L2
a(RdN) of the

form

HN =
N∑
i=1

(
− h2∆xi + V (xi)

)
+ λ

∑
1≤i<j≤N

w(xi − xj)

167
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and for a Slater determinant

ΨN = (u1 ∧ u2 ∧ ... ∧ uN)(x1, ..., xN) =
1√
N !

∑
σ∈SN

sign(σ)u1(xσ(1))...uN(xσ(N)),

where {ui}Ni=1 are orthonormal functions in L2(Rd), we have

〈ΨN , HNΨN〉 = EHF(γ
(1)
ΨN

), γ
(1)
ΨN

=
N∑
i=1

|ui〉〈ui|

where

EHF(γ) := Tr((−h2∆ + V )γ) +
λ

2

∫
Rd

∫
Rd

[
ργ(x)ργ(y)− |γ(x, y)|2

]
w(x− y)dxdy.

The two terms in the interaction are called direct and exchange energy. Note that we

always have

ργ(x)ργ(y)− |γ(x, y)|2 ≥ 0, ∀x, y ∈ Rd.

Thus the Hartree–Fock energy can be rewritten as

EHF = inf
0≤γ=γ2≤1

Tr γ=N

EHF(γ)

Here the condition γ = γ2 is to ensure that γ is a projection. For some computation, it

is more convenient to ignore this condition since the set {0 ≤ γ ≤ 1,Tr γ = N} is convex.

Actually, it is possible to do that without losing anything, provided that the interaction

potential is non-negative.

Theorem (Lieb’s variational principle). If w ≥ 0, then

EHF = inf
0≤γ≤1
Tr γ=N

EHF(γ).

Here V is assumed to be “regular enough” such that −h2∆ + V is bounded from below.

This result was first proved by Lieb (1981). In the following we represent a simplified proof

of Bach (1994).

Proof. By a density argument, it suffices to take the infimum on the right side only on finite-

rank operators. We will prove that if 0 ≤ γ ≤ 1, Tr γ = N and EHF(γ) < ∞, then there
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exists a projection 0 ≤ γ̃ = γ̃2 ≤ 1, Tr γ̃ = N such that

EHF(γ) ≥ EHF(γ̃).

To construct γ̃, let us write

γ =
M∑
i=1

λi|ui〉〈ui|, 0 < λi ≤ 1,
M∑
i=1

λi = N, {ui}Mi=1 orthonormal functions in L2(Rd).

Then we have

EHF(γ) =
M∑
i=1

λiAi +
1

2

M∑
i,j=1

λiλjBij

where

Ai = 〈ui, (−h2∆+V )ui〉, Bij = <
∫
Rd

∫
Rd

(
|ui(x)|2|uj(y)|2−ui(x)uj(y)uj(x)ui(y)

)
w(x−y) ≥ 0.

Note that Bij = Bji and Bii = 0. Define

n(γ) := |{λi : 0 < λi < 1}|.

We assume that n(γ) ≥ 2; otherwise γ is already a projection. Then there are at least two

eigenvalues λk, λ` in (0, 1) and we can assume that

Ak +
M∑
i=1

λiBik ≥ A` +
M∑
i=1

λiBi`.

Let δ = min{λk, 1− λ`} > 0, then either λk − δ = 0 or λ` + δ = 1. Define

γ̃ =
(∑
i 6=k,`

λi|ui〉〈ui|
)

+ (λk − δ)|uk〉〈uk|+ (λ` + δ)|u`〉〈u`|.

We have

n(γ̃) ≤ n(γ)− 1

and

EHF(γ)− EHF(γ̃) = λkAk + λ`A` +
M∑
i 6=k,`

λiλkBik +
M∑
i 6=k,`

λiλ`Bi` + λkλ`Bk`
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−
(

(λk − δ)Ak + (λ` + δ)A` +
M∑
i 6=k,`

λi(λk − δ)Bik +
M∑
i 6=k,`

λi(λ` + δ)Bi` + (λk − δ)(λ` + δ)Bk`

)
= δ
(
Ak − A` +

M∑
i=1

λiBik −
M∑
i=1

λiBi`

)
+ δ2Bk,` ≥ 0.

Thus we can replace γ by γ̃ without increasing the energy. Here γ̃ may be not yet a projection,

but since n(γ̃) ≤ n(γ) − 1, we can iterate the procedure and eventually obtain a projection

after finitely many steps.

In some situation, people are also interested in the reduced Hartree–Fock energy

ErHF = inf
0≤γ≤1
Tr γ=N

E rHF(γ)

where

E rHF(γ) := Tr((−h2∆ + V )γ) +
λ

2

∫
Rd

∫
Rd
ργ(x)ργ(y)w(x− y)dxdy.

Thus here we keep only the direct interaction energy and ignore the exchange energy. Math-

ematically, the reduced Hartree–Fock theory is easier to analyze since, for example, if ŵ ≥ 0

then γ 7→ E rHF(γ) is convex. If w ≥ 0, then the exchange energy is non-negative, and hence

EN ≤ EHF ≤ ErHF.

In this chapter, we will see how good the Hartree–Fock and reduced Hartree–Fock approxi-

mations are. The main question is the lower bound for EN . We will focus on the atomic case

where

HN =
N∑
i=1

(
−N−2/3∆xi −

1

|xi|

)
+N−1

∑
1≤i<j≤N

1

|xi − xj|
on L2

a(R3N).

A big achievement in mathematical physics during 1970-1990 is the following rigorous formula

for the full quantum ground state energy

EN = −c1N + c2N
2/3 − c3N

1/3 + o(N1/3)N→∞.

Here the first term is determined by the Thomas–Fermi theory, as we discussed in the previous

chapter. This was first proved by Lieb and Simon in 1970s. The second term is called Scott’s

correction, corresponding for the electrons moving very close to the nucleus (at a distance
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N−2/3 which is much shorter than the semiclassical distance O(1)). This was proved partially

by Hughes (lower bound), and fully by Siedentop and Weikard in 1987. The third term

is called the Dirac-Schwinger correction, corresponding to further and subtle correction in

semiclassical approximation. This was proved by Fefferman and Seco in 1990s.

In this chapter, we will prove rigorously that

EN = ErHF +O(N1/3)N→∞, EN = EHF + o(N1/3)N→∞.

9.1 Lieb–Oxford inequality

In the previous chapter, we have proved that if fΨN = N−1ρΨN → f , then

lim inf
N→∞

N−2

〈
ΨN ,

∑
1≤i<j≤N

1

|xi − xj|
ΨN

〉
≥ 1

2

∫
R3

∫
R3

f(x)f(y)

|x− y|
dxdy.

A quantitative version of this mean–field approximation is

Theorem (Lieb–Oxford inequality). For every normalized wave function Ψ ∈ L2
a(R3N)

we have〈
Ψ,

∑
1≤i<j≤N

1

|xi − xj|
Ψ

〉
≥ 1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy − CLO

∫
R3

ρΨ(x)4/3dx.

We can choose CLO = 1.68.

This result was first proved by Lieb (1979) with CLO = 8.52. The constant CLO = 1.68 was

obtained later by Lieb and Oxford (1981). Currently, the best known result is

1.64 ≥ CLO ≥ 1.44.

In the following we will prove the Lieb–Oxford inequality with a worse constant, using the

strategy of Lieb, Solovej and Yngvason based on the Fefferman-de la Llave formula

1

|x|
=

1

π

∫ ∞
0

(1Br ∗ 1Br)(x)
dr

r5
, ∀x ∈ R3\{0}

and the Hardy–Littlewood maximal function.
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Definition (Maximal function). For every f ∈ L1
loc(Rd), the maximal function Mf :

Rd → [0,∞] is defined by

Mf (x) = sup
r>0

1

|B(x, r)|

∫
B(x,r)

|f(y)|dy.

Note that

|f(x)| = lim
r→0

1

|B(x, r)|

∫
B(x,r)

|f(y)|dy ≤Mf (x), a.e. x ∈ Rd.

On the other hand, the following result is very helpful.

Theorem (Strong-type estimate). For every 1 < p ≤ ∞, we have

‖Mf‖Lp(Rd) ≤ Cp‖f‖Lp(Rd)

with a constant Cp ∈ (0,∞) independent of f .

The original Hardy–Littlewood maximal inequality gives a constant Cd,p. The fact that Cp

can be chosen independently of the dimension is due to Stein. Note that the condition p > 1

is crucial. For p = 1, we only have a weak-type estimate (see the proof below).

Let us postpone the proof of the strong-type estimate and provide

Proof of the Lieb–Oxford inequality. Let Ψ be a normalized wave function in L2
a(R3N) and

denote ρ = ρΨ. Recall that by the Fefferman-de la Llave representation

1

|x− y|
=

1

π

∫ ∞
0

dr

r5

∫
R3

dz1Br(x− z)1Br(y − z),

we can write〈
Ψ,

∑
1≤i<j≤N

w(xi − xj)Ψ

〉
=

1

π

∫ ∞
0

dr

r5

∫
R3

dz

〈
Ψ,

∑
1≤i<j≤N

1Br(xi − z)1Br(xj − z)Ψ

〉
.

For every r > 0 and z ∈ R3, by the Cauchy-Schwarz inequality we get〈
Ψ,

∑
1≤i<j≤N

1Br(xi − z)1Br(xj − z)Ψ

〉

=
1

2

[〈
Ψ,
( N∑
i=1

1Br(xi − z)
)2

Ψ

〉
−

〈
Ψ,

N∑
i=1

12
Br(xi − z)Ψ

〉]
+
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≥ 1

2

〈Ψ,
N∑
i=1

1Br(xi − z)Ψ

〉2

−

〈
Ψ,

N∑
i=1

1Br(xi − z)Ψ

〉
+

=
1

2

[
(ρ ∗ 1Br)2(z)− (ρ ∗ 1Br)(z)

]
+

=
1

2
(ρ ∗ 1Br)2(z)− 1

2
min

{
(ρ ∗ 1Br)(z), (ρ ∗ 1Br)2(z)

}
.

Integrating over z and dr/r5 we obtain〈
Ψ,

∑
16i<j6N

1

|xi − xj|
Ψ

〉
≥ 1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy

− C
∫
R3

dz

∫ ∞
0

dr

r5
min

{
(ρ ∗ 1Br)(z), (ρ ∗ 1Br)2(z)

}
.

It remains to bound the error term. By the definition of the maximal function, we have

(ρ ∗ 1Br)(z) =

∫
B(z,r)

ρ(y)dy ≤ |B(z, r)|Mρ(z) = Cr3Mρ(z).

Hence, for every R > 0 we can bound∫ ∞
0

dr

r5
min

{
(ρ ∗ 1Br)(z), (ρ ∗ 1Br)2(z)

}
≤
∫ R

0

dr

r5
(ρ ∗ 1Br)2(z) +

∫ ∞
R

dr

r5
(ρ ∗ 1Br)(z)

≤ C

∫ R

0

dr

r5
r6Mρ(z)2 +

∫ ∞
R

dr

r5
r3Mρ(z)

≤ C(R2Mρ(z)2 +R−1Mρ(z)).

We can optimize the right side over R > 0. It is easy to see that the optimizer R satisfies

R2Mρ(z)2 ∼ R−1Mρ(z) ∼
(
R2Mρ(z)2(R−1Mρ(z))2

)1/3

= Mρ(z)4/3.

Thus we obtain ∫ ∞
0

dr

r5
min

{
(ρ ∗ 1Br)(z), (ρ ∗ 1Br)2(z)

}
≤ CMρ(z)4/3.

Finally, by the strong-type estimate we conclude that∫
R3

dz

∫ ∞
0

dr

r5
min

{
(ρ ∗ 1Br)(z), (ρ ∗ 1Br)2(z)

}
≤ C

∫
R3

dzMρ(z)4/3 ≤ C

∫
R3

dzρ(z)4/3.
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This completes the proof of the Lieb–Oxford inequality (with a worse constant).

We end this section by quickly recalling the proof of the strong-type estimate, which is one of

the most useful results from harmonic analysis. We will need the following geometric result.

Lemma (Vitali covering lemma). Let {Bj}J be a family of balls in Rd such that

sup
j∈J

diam(Bj) <∞.

Then there exists a subfamily of disjoint balls {Bj}J ′ such that

⋃
j∈J

Bj ⊂
⋃
j∈J ′

5Bj.

Here if Bj = B(xj, rj) , then 5Bj = B(xj, 5rj).

Remarks:

• The set J can be finite, countable or uncountable. The subset J ′ is always at most

countable since the balls {Bj}J ′ are disjoint.

• The condition supj∈J diam(Bj) < ∞ is crucial. Without it, a counter example is

Bj = B(0, j) with j = 1, 2, ...

• The constant 5 is not optimal. It can be replaced by 3 + ε (and 3 if J is finite).

Figure from Wikipedia: The balls {Bj}j∈J (left) and {3Bj}j∈J ′ (right)

Proof. Here let us consider the simple version when J is finite (the infinite case is harder and

left as an exercise). We choose J ′ by induction.
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• First, we take a ball Bj1 of largest radius and put j1 ∈ J ′.

• Second, we ignore all balls with intersecting with Bj1 . If there is nothing left, then we

stop. Otherwise, among all balls disjoint with Bj1 , we take a ball Bj2 of largest radius

and put j2 ∈ J ′.

• Assume that we have chosen j1, ..., jk ∈ J ′. If every ball intersect with Bj1 ∪ ... ∪ Bjk ,

then we stop. Otherwise, among all balls disjoint with Bj1 ∪ ... ∪ Bjk , we take a ball

Bjk+1
of largest radius and put jk+1 ∈ J ′.

This procedure must stop after finitely many times. Then the resulting balls {Bj}J ′ =

{Bj1 , ..., BjM} are clearly disjoint. Moreover, any ball Bi with i ∈ J , must intersect with a

ball Bj with j ∈ J ′ such that the radius of Bi is ≤ the radius of Bj. Then by the triangle

inequality,

Bi ⊂ 3Bj ⊂
⋃
j∈J ′

3Bj.

Consequently, ⋃
i∈J

Bi ⊂
⋃
j∈J ′

3Bj.

Now we are ready to provide

Proof of the Hardy–Littlewood maximal inequality. Step 1. We prove the weak-type esti-

mate

sup
λ>0

λ|{Mf > λ}| ≤ Cd‖f‖L1(Rd), ∀f ∈ L1(Rd).

Assume Mf (x) > λ for some x ∈ Rd. Then by the definition of Mf (x), we can find a ball

B(x, rx) such that

1

|B(x, rx)|

∫
B(x,rx)

|f(y)|dy > λ ⇐⇒ 1

λ

∫
B(x,rx)

|f(y)|dy > |B(x, rx)|.

By the Vitali covering lemma, from the collection {B(x, rx) : x ∈ J} with J = {x : Mf (x) >

λ} we can find a sub-collection of disjoint balls {B(x, rx) : x ∈ J ′} such that

⋃
x∈J

B(x, rx) ⊂
⋃
x∈J ′

5B(x, rx).
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Consequently,

|{Mf > λ}| ≤
∣∣∣ ⋃
x∈J

B(x, rx)
∣∣∣ ≤ ∣∣∣ ⋃

x∈J ′
5B(x, rx)

∣∣∣ ≤∑
x∈J ′
|5B(x, rx)|

= 5d
∑
x∈J ′
|B(x, rx)| ≤

5d

λ

∑
x∈J ′

∫
B(x,rx)

|f(y)|dy ≤ 5d

λ

∫
Rd
|f(y)|dy.

This completes the proof of the weak-type estimate.

Step 2. Now we prove the strong-type estimate. For every f ∈ Lp(Rd) we use the layer-cake

representation ∫
Rd
Mf (x)pdx =

∫ ∞
0

pλp−1|{Mf > λ}|dλ.

If we simply insert the weak-type estimate

|{Mf > λ}| ≤ Cd
λ
‖f‖L1

in the layer-cake representation, then we get ∞ since λp−2 is not integrable. However, we

can split

|f | = |f |1(|f | > λ/2) + |f |1(|f | ≤ λ/2) ≤ g + λ/2, g = |f |1(|f | > λ/2)

which implies that

Mf ≤Mg + λ/2.

Therefore,

|{Mf > λ}| ≤ |{Mg > λ/2}| ≤ Cd
λ/2
‖g‖L1(Rd) =

2Cd
λ

∫
Rd
|f(y)|1(|f(y)| > λ/2)dy

where we have applied the weak-type estimate for g. Inserting the latter bound in the layer-

cake representation and using Fubini’s theorem, we conclude that∫
Rd
Mf (x)pdx ≤ Cd,p

∫ ∞
0

dλλp−2

∫
Rd

dy|f(y)|1(|f(y)| > λ/2)

= Cd,p

∫
Rd

dy|f(y)|
∫ ∞

0

dλλp−21(|f(y)| > λ/2) ≤ Cd,p

∫
Rd

dy|f(y)|p.

This completes the proof of the strong-type estimate.
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9.2 Error bound for atomic reduced Hartree–Fock en-

ergy

Now we come back to the ground state energy EN of the atomic Hamiltonian

HN =
N∑
i=1

(
−N−2/3∆xi −

1

|xi|

)
+N−1

∑
1≤i<j≤N

1

|xi − xj|
on L2

a(R3N).

We will compare with the reduced Hartree–Fock energy

ErHF = inf
0≤γ≤1
Tr γ=N

E rHF(γ)

where

E rHF(γ) := Tr((−N−2/3∆− |x|−1)γ) +
1

2N

∫
R3

∫
R3

ργ(x)ργ(y)

|x− y|
dxdy.

Recall that

EN ≤ EHF ≤ ErHF.

Theorem. We have ErHF = EN +O(N1/3)N→∞.

Proof. We know that EN ≤ ErHF, and it suffices to consider the lower bound of EN −ErHF.

Let a normalized wave function ΨN ∈ Lsa(R3N) satisfy

EN ≥ 〈ΨN , HNΨN〉+O(N−1).

By the Lieb–Oxford inequality

〈ΨN , HNΨN〉 ≥ Tr((−N−2/3∆ + V )γ
(1)
ΨN

) +
1

2N

∫
R3

∫
R3

ρΨN (x)ρΨN (y)

|x− y|
dxdy − CN−1

∫
R3

ρ
4/3
ΨN

= E rHF(γ
(1)
ΨN

)− CN1/3

∫
R3

f
4/3
ΨN
.

As in the proof of the validity of Thomas–Fermi theory, we know that

〈ΨN , HNΨN〉 ≥ N
(
K

∫
R3

fΨN (x)5/3dx−
∫
R3

fΨN (x)

|x|
dx
)
≥ N

(K
2

∫
R3

fΨN (x)5/3dx− C
)
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for a constant K > 0. Since 〈ΨN , HNΨN〉 ≤ EN +O(N−1) ≤ CN , we find that∫
R3

fΨN (x)5/3dx ≤ C.

We also have
∫
R3 fΨN = 1. Hence by Hölder’s inequality,∫

R3

f
4/3
ΨN
≤ C.

In conclusion, we have

〈ΨN , HNΨN〉 ≥ E rHF(γ
(1)
ΨN

)− CN1/3

∫
R3

f
4/3
ΨN
≥ ErHF − CN1/3.

This completes the proof of the desired lower bound for EN . Thus in summary,

ErHF ≥ EN ≥ ErHF − CN1/3.

Next, we compare the reduced Hartree–Fock energy ErHF with the Thomas–Fermi energy

ETF := inf
0≤f∈L1(R3)∩L5/3(R3)

(
Kcl

3

∫
R3

f 5/3 −
∫
R3

f(x)

|x|
dx+

1

2

∫∫
R3×R3

f(x)f(y)

|x− y|
dxdy

)
.

Recall that ETF has a unique minimizer fTF which satisfies
∫
R3 f

TF = 1 and the TF equation

5

3
Kcl

3 (fTF)2/3 = ΦTF, ΦTF(x) = |x|−1 − fTF ∗ |x|−1 ≥ 0.

Theorem. We have ErHF = NETF + o(N)N→∞.

This result is not new as we already proved EN = NETF + o(N)N→∞ and EN = ErHF +

O(N1/3). Nevertheless, the proof below gives another approach to the validity of the Thomas–

Fermi theory EN = NETF + o(N)N→∞.

Proof. Lower bound. Take

0 ≤ γ ≤ 1 on L2(R3), Tr γ = N
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and consider

E rHF(γ) = Tr((−N−2/3∆− |x|−1)γ) +
1

N
D(ργ, ργ)

where

D(f, g) :=
1

2

∫
R3

∫
R3

f(x)g(y)

|x− y|
dxdy.

Since the Coulomb potential is positive-type, namely D(f, f) ≥ 0, we have

D(ργ, ργ) = D(ργ −NfTF, ργ −NfTF)−N2D(fTF, fTF) + 2ND(ργ, f
TF)

≥ −N2D(fTF, fTF) + 2ND(ργ, f
TF)

= −N2D(fTF, fTF) +N Tr((fTF ∗ |x|−1)γ).

Hence,

E rHF(γ) ≥ Tr((−N−2/3∆− |x|−1)γ)−ND(fTF, fTF) + Tr((fTF ∗ |x|−1)γ)

= Tr((−N−2/3∆− ΦTF)γ)−ND(fTF, fTF)

≥ Tr(−N−2/3∆− ΦTF)− −ND(fTF, fTF).

Optimizing over γ we obtain the lower bound

ErHF ≥ Tr(−N−2/3∆− ΦTF)− −ND(fTF, fTF).

Note that

ETF +D(fTF, fTF) = Kcl
3

∫
R3

(fTF)5/3 −
∫
R3

fTF

|x|
dx+

∫∫
R3×R3

fTF(x)fTF(y)

|x− y|
dxdy

= Kcl
3

∫
R3

(fTF)5/3 −
∫
R3

fTFΦTF = −Lcl
1,3

∫
R3

(ΦTF)5/2

where we have used the pointwise equality

Kcl
3 (fTF)5/3 − fTFΦTF + Lcl

1,3(ΦTF)5/2 = 0

Recall that by the definition of Kcl
3 and Lcl

1,3 we have

Kcl
3 a

5/3 + Lcl
1,3b

5/2 ≥ ab, ∀a, b ≥ 0
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and the equality occurs when

b =
5

3
Kcl

3 a
2/3

which is exactly verified by the TF equation when a = fTF and b = ΦTF.

Thus we have proved that

ErHF −NETF ≥ Tr(−N−2/3∆− ΦTF)− +NLcl
1,3

∫
R3

(ΦTF)5/2.

Since 0 ≤ ΦTF ∈ L5/2(R3), by Weyl’s law we have

lim
N→∞

N−1 Tr(−N−2/3∆− ΦTF)− = lim
κ=N2/3→∞

κ−5/2 Tr(∆− κΦTF)− = −Lcl
1,3

∫
R3

(ΦTF)5/2.

Thus

ErHF −NETF ≥ o(N)N→∞.

Upper bound. As in the proof of Weyl’s law, we choose the trial state, with κ = N2/3,

γ :=

∫
R3

∫
R3

|Fk,y〉〈Fk,y|1(|2πk|2 − κΦTF(y) < 0)dkdy.

Then 0 ≤ γ ≤ 1 on L2(R3) by the resolution of identity and

Tr γ =

∫
R3

∫
R3

1(|2πk|2 − κΦTF(y) < 0)dkdy = Lcl
0,3

∫
R3

|κΦTF(y)|3/2

= NLcl
0,3

∫
R3

(5

3
Kcl

3 f
TF(x)2/3

)3/2

= N.

Here we have used
∫
R3 f

TF = 1 and

Lcl
0,3

(5

3
Kcl

3

)3/2

=
|B1|
(2π)3

(5

3
· 3

5
(6π2)2/3

)3/2

=
4
3
π

(2π)3
· 6π2 = 1.

Thus proceeding as in the Weyl’s law upper bound, we find that

Tr((−∆− κΦTF)γ) = −Lcl
1,3

∫
R3

(κΦTF)5/2 + o(κ5/2)
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which is equivalent to

Tr((−N−2/3∆− ΦTF)γ) = −NLcl
1,3

∫
R3

(ΦTF)5/2 + o(N).

It remains to bound the direct term D(ργ −NfTF, ργ −NfTF). From the definition

γ =

∫∫
|2πk|2−κΦTF(y)<0

|Fk,y〉〈Fk,y|dkdy.

and Fk,y(x) = e2πik·xG(x− y), ‖G‖L2(R3)=1, we can compute explicitly

ργ(x) = γ(x, x) =

∫∫
|2πk|2−κΦTF(y)<0

|Fk,y(x)|2dkdy

=

∫∫
|2πk|2−κΦTF(y)<0

|G(x− y)|2dkdy = Lcl
0,3

∫
R3

(κΦTF(y))3/2|G(x− y)|2dy

= N

∫
R3

fTF(y)|G(x− y)|2dy = N(fTF ∗G2)(x).

Here we are going to choose G2 = G2
N → δ slowly as N →∞. Therefore,

fTF ∗G2
N → fTF strongly in L1(R3) ∩ L5/3(R3).

Consequently,

N−2D(ργ −NfTF, ργ −NfTF) = D(fTF ∗GN − fTF, fTF ∗GN − fTF)→ 0.

Thus we conclude that for the above choice of γ,

ErHF ≤ E rHF(γ) = Tr((−N−2/3∆− |x|−1)γ) +
1

N
D(ργ, ργ)

= Tr((−N−2/3∆− ΦTF(x))γ)− 1

N
D(NfTF, NfTF) +

1

N
D(ργ −NfTF, ργ −NfTF)

= −NLcl
1,3

∫
R3

(ΦTF)5/2 −ND(fTF, fTF) + o(N)

= NETF + o(N).

This completes the proof of the upper bound.

Actually we have the following deeper result
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Theorem (Scott correction). We have ErHF = NETF + 1
8
N2/3 + o(N2/3)N→∞.

Since EN = ErHF + O(N1/3), the Scott correction holds for the full energy EN as well. The

proof of the Scott correction is significantly more complicated than the derivation of the

Thomas–Fermi energy; below we will give an outline of the main ideas.

Sketch of the proof. Lower bound. From the above analysis we already showed that

ErHF ≥ Tr(−N−2/3∆− ΦTF)− −ND(fTF, fTF)

= NETF + Tr(−N−2/3∆− ΦTF)− +NLcl
1,3

∫
R3

(ΦTF)5/2.

Thus we need to prove the following correction to the semiclassical approximation

Tr(−N−2/3∆− ΦTF)− = −NLcl
1,3

∫
R3

(ΦTF)5/2 +
1

8
N2/3 + o(N2/3).

Actually the contribution 1
8
N2/3 comes from the particles moving very close to the nucleus

(of a distance O(N−2/3) which is much smaller than the semiclassical distance O(1)). The

contribution of these particles is comparable to the non-interacting case, namely the hydrogen

atom. Thus the key ingredient of the proof is the following

Theorem (Hydrogen comparison). We have∣∣∣Tr(−N−2/3∆− ΦTF)− +NLcl
1,3

∫
R3

(ΦTF)5/2

−
(

Tr(−N−2/3∆− |x|−1 + 1)−

)
+NLcl

1,3

∫
R3

(|x|−1 − 1)
5/2
+ dx

∣∣∣ ≤ o(N2/3).

Here we replace the potential |x|−1 by |x|−1 − 1 to ensure that
∫
R3(|x|−1 − 1)

5/2
+ dx < ∞.

The proof of this result is rather complicated as we need some advanced tools beyond the

coherent states discussed in the course. See e.g. Solovej and Spitzer (2002).

To get the desired conclusion, we use the exact calculation for hydrogen. Recall that the

operator −h2∆− |x|−1 on L2(R3) has eigenvalues −1/(4h2n2) with multiplicity n2. Hence,

Tr(−h2∆− |x|−1 + 1)− =
∑

1≤n≤(2h)−1

(
− 1

4h2
+ n2

)
= − 1

12h3
+

1

8h2
+O(h−1).

https://arxiv.org/abs/math-ph/0208044
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On the other hand,

Lcl
1,3

∫
R3

(|x|−1 − 1)
5/2
+ dx =

1

12
.

Thus

Tr(−N−2/3∆− |x|−1 + 1)−

)
+NLcl

1,3

∫
R3

(|x|−1 − 1)
5/2
+ dx

= −N
12

+
N2/3

8
+O(N1/3) +

N

12
=
N2/3

8
+O(N1/3).

Hence, we obtain the desired lower bound

ErHF −NETF ≥ Tr(−N−2/3∆− ΦTF)− +NLcl
1,3

∫
R3

(ΦTF)5/2

≥ N2/3

8
+ o(N2/3).

Upper bound. We can show that there exists an operator 0 ≤ γ ≤ 1 on L2(R3) such that

Tr γ = N and

Tr((−N−2/3∆− ΦTF)γ) = Tr(−N−2/3∆− ΦTF)− + o(N2/3),

N−1D(ργ −NfTF, ργ −NfTF) ≤ o(N2/3).

The choice of γ is more complicated than just∫
R3

∫
R3

|Fk,y〉〈Fk,y|1(|2πk|2 − κΦTF(y) < 0)dkdy

since we have to do something more precise in the domain {|x| ≤ O(N2/3)}. Actually the

construction of γ follows from the proof of the hydrogen comparison we mentioned above.

9.3 Bach’s correlation inequality

In this section we discuss an improvement of the Lieb–Oxford inequality where the exchange

term is taken into account.

Theorem (Bach’s correlation inequality). Take an arbitrary normalized wave function
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Ψ ∈ L2
a(R3N) and denote γ = γ

(1)
Ψ and γT = γ − γ2. Then〈

Ψ,
N∑
i<j

1

|xi − xj|
Ψ

〉
≥ 1

2

∫
R3

∫
R3

ργ(x)ργ(y)− |γ(1)(x, y)|2

|x− y|
dxdy

− C
(∫

R3

ρ4/3
γ

)3/4(∫
R3

ρ4/3
γT

)1/4

.

This inequality was proved by Bach (1992) in his proof of the accuracy of the Hartree–Fock

energy (we will come to this later). Note that by Pauli’s exclusion principle, the truncated

one-body density matrix γT = γ − γ2 satisfies

0 ≤ γT ≤ γ ≤ 1.

Consequently, 0 ≤ ργT
≤ ργ. Moreover, if Ψ is a Slater determinant, then γ is a projection

and hence γT = 0; in this case we have the equality〈
Ψ,

N∑
i<j

1

|xi − xj|
Ψ

〉
=

1

2

∫
R3

∫
R3

ργ(x)ργ(y)− |γ(1)(x, y)|2

|x− y|
dxdy.

In applications, when γ is close to a projection, then γT is close to 0 and the error term in

Bach’s inequality is much smaller than that in the Lieb–Oxford inequality (with the price

that we have included the exchange energy on the right side).

Recall that the Lieb–Oxford inequality was proved using the Fefferman-de la Llave decom-

position and Hardy–Littlewood maximal function together with the following bound for

X = 1B(z,r), 〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr(Xγ)

Actually, this inequality easily follows from the identity

N∑
i<j

XiXj =
1

2

( N∑
i=1

Xi

)2

− 1

2

N∑
i=1

Xi

and the Cauchy–Schwarz inequality. For Bach’s inequality, we will need the following im-

provement:
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Lemma. Take an arbitrary normalized wave function Ψ ∈ L2
a(R3N) and denote γ = γ

(1)
Ψ

and γT = γ − γ2. Then we have〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2

(
(Tr[Xγ])2 − Tr(XγXγ)

)
− C Tr(Xγ) min{1, (Tr[XγT])1/2}.

Proof. We follow the representation of Graf and Solovej (1994). Let P,Q be operators on

L2(R3) such that

1 = P +Q, 1 ≥ P,Q ≥ 0.

Then we can decompose

N∑
i<j

XiXj =
N∑
i<j

(Pi +Qi)(Pj +Qj)XiXj(Pj +Qj)(Pi +Qi) = A1 + A2 + A3

where

A1 =
N∑
i<j

(PiQj +QiPj +QiQj)XiXj(PiQj +QiPj +QiQj),

A2 =
1

2

∑
i 6=j

(PiPjXiXjPiPj + 2PiPjXiXjPiQj + 2QiPjXiXjPiPj),

A3 =
N∑
i<j

(PiPjXiXjQiQj +QiQjXiXjPiPj).

Note that A1 ≥ 0 since X ≥ 0. For A2, we take an arbitrary constant α ≥ 0 and complete

the square

1

2

∣∣∣α−∑
i

(PXP + 2PXQ)i

∣∣∣2 =
1

2

∣∣∣α−∑
i

(PX(1 +Q))i

∣∣∣2 ≥ 0

which is equivalent to

A2 =
1

2

∑
i 6=j

((PXP )i(PXP )j + 2(PXP )i(PXQ)j + 2(QXP )i(PXP )j)

≥ −1

2
α2 +

1

2

∑
i

(
2α(X −QXQ)− (1 +Q)XP 2X(1 +Q)

)
i
− 2

∑
i 6=j

(QXP )i(PXQ)j
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For A3, we take an arbitrary constant β > 0 and complete the square

1

2

∣∣∣β−1/2
∑
i

(QXP )i − β1/2(PXQ)i

∣∣∣2
which is equivalent to

A3 =
∑
i<j

((PXQ)i(PXQ)j + (QXP )i(QXP )j)

≥ −1

2

∑
i

(
(PXQ)2 + (QXP )2 + βQXP 2XQ+ β−1PXQ2XP

)
i

− 1

2
(β + β−1)

∑
i 6=j

(QXP )i(PXQ)j.

Thus in summary, for every α ≥ 0 and β > 0

N∑
i<j

XiXj ≥ −
1

2
α2 − 1

2
(4 + β + β−1)

∑
i 6=j

(QXP )i(PXQ)j

+
1

2

∑
i

(
2α(X −QXQ)− (1 +Q)XP 2X(1 +Q)

− (PXQ)2 − (QXP )2 − βQXP 2XQ− β−1PXQ2XP )
)
i
.

The one–body part can be estimated further as follows. We write

(1 +Q)XP 2X(1 +Q) = QXP 2X +XP 2XQ+QXP 2XQ+XPX −XPQX

≤ (1 + β)QXP 2XQ+ β−1XP 2X +XPX −XPQX.

For the last term we have

XPQX − (PXQ)2 − (QXP )2 = (P +Q)XPQX(P +Q)− PXPQXQ−QXPQXP

= PXPQXP +QXPQXQ ≥ 0

Thus

2α(X −QXQ)− (1 +Q)XP 2X(1 +Q)− (PXQ)2 − (QXP )2 − βQXP 2XQ− β−1PXQ2XP

≥ 2α(X −QXQ)−XPX − (1 + 2β)QXP 2XQ− β−1(XP 2X + PXQ2XP )

≥ 2α(X −QXQ)−XPX − (1 + 2β)‖XP 2X‖QXQ− β−1(‖P‖2X + ‖Q‖2PXP )
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≥ 2α(X −QXQ)−XPX − (1 + 2β) Tr(XP )QXQ− β−1(X + PXP )

= 2αX −XPX − (2α + (1 + 2β) Tr(XP ))QXQ− β−1(X + PXP ).

For the two–body part we have

∑
i 6=j

(QXP )i(PXQ)j =
∑
i 6=j

(PXP )i(QXQ)j −
1

2
(PiQj −QiPj)XiXj(PiQj −QiPj)

≤
∑
i 6=j

(PXP )i(QXQ)j ≤
(∑

i

(PXP )i

)(∑
j

(QXQ)j

)
≤ Tr(PXP )

(∑
j

(QXQ)j

)
.

Here in the last estimate we have used the Pauli’s exclusion principle.

Exercise. Let A be a nonnegative trace class operator on L2(Rd). Prove that

N∑
i=1

Ai ≤ Tr(A) on L2
a(RdN).

Thus in summary, we have the operator inequality

N∑
i<j

XiXj ≥ −
1

2
α2

+
1

2

N∑
i=1

(
2αX −XPX − (2α + (5 + 3β + β−1) Tr(XP ))QXQ− β−1(X + PXP )

)
i
.

Therefore, for every normalized wave function Ψ ∈ L2
a(R3N) with γ = γ

(1)
Ψ we have〈

Ψ,
N∑
i<j

XiXjΨ

〉
≥ −1

2
α2

+
1

2
Tr
[(

2αX −XPX − (2α + (5 + 3β + β−1) Tr(XP ))QXQ− β−1(X + PXP )
)
γ
]

Choosing α = Tr[Xγ] we obtain〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[XPXγ]

− 1

2

((
2 Tr[Xγ] + (5 + 3β + β−1) Tr[XP ]

)
Tr[QXQγ] + β−1 Tr[(X + PXP )γ]

)
Now we choose two different projections P to conclude.
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Choosing P = 1, then Q = 0 and we have〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ −1

2
(Tr[Xγ])2 − 1

2
Tr[Xγ]− β−1 Tr[Xγ].

Then we can take β →∞ to get〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[Xγ].

This is the easy bound we have used in the proof of the Lieb–Oxford inequality. If Tr[XγT] ≥
1, then we get the desired conclusion〈

Ψ,
N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[Xγ] min{1, (Tr[XγT])1/2}.

Choosing P = γ, then Q = 1− γ. Using

Tr(QXQγ) = Tr((1− γ)X(1− γ)γ) ≤ Tr(X(1− γ)γ) = Tr(XγT)

we have 〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[XγXγ]

− 1

2

(
(7 + 3β + β−1) Tr[Xγ] Tr[XγT] + 2β−1 Tr[Xγ] + Tr(XγXγ])

)
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[XγXγ]

− 1

2
Tr[Xγ]

(
(7 + 3β + β−1) Tr[XγT] + 2β−1

)
.

Now we only need to consider when Tr[XγT] ≤ 1. In this case,

inf
β>0

(
(7 + 3β + β−1) Tr[XγT] + 2β−1

)
≤ C(Tr[XγT])1/2

(if Tr[XγT] = 0 it is obvious; otherwise we can take β = (Tr[XγT])−1/2). Thus〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[XγXγ]− C Tr[Xγ] Tr[XγT]1/2.
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In summary, in all cases we have〈
Ψ,

N∑
i<j

XiXjΨ

〉
≥ 1

2
(Tr[Xγ])2 − 1

2
Tr[XγXγ]− C Tr[Xγ] min

{
1,Tr[XγT]1/2

}
.

This completes the proof of the lemma.

Now we are ready to provide

Proof of Bach’s correlation inequality. Let Ψ be a normalized wave function in L2
a(R3N) and

denote γ = γ
(1)
Ψ , γT = γ − γ2. Thanks to the Fefferman-de la Llave representation

1

|x− y|
=

1

π

∫ ∞
0

dr

r5

∫
R3

dz1B(z,r)(x)1B(z,r)(y)

we can write〈
Ψ,

N∑
i<j

1

|xi − xj|
Ψ

〉
=

1

π

∫ ∞
0

dr

r5

∫
R3

dz
N∑
i<j

〈
Ψ,1B(z,r)(xi)1B(z,r)(xj)Ψ

〉
.

For every r > 0 and z ∈ R3, applying the previous lemma to X = 1B(z,r) (this multiplication

operator is a projection) we have

N∑
i<j

〈
Ψ,1B(z,r)(xi)1B(z,r)(xj)Ψ

〉
≥ 1

2

(
(Tr[1B(z,r)γ])2 − Tr(1B(z,r)γ1B(z,r)γ)

)
− C Tr(1B(z,r)γ) min{1, (Tr[1B(z,r)γT])1/2}.

Using the Fefferman-de la Llave representation again we obtain

1

π

∫ ∞
0

dr

r5

∫
R3

dz(Tr[1B(z,r)γ])2 =
1

π

∫ ∞
0

dr

r5

∫
R3

dz

∫
R3

dx1B(z,r)(x)ργ(x)

∫
R3

dy1B(z,r)(y)ργ(y)

=

∫
R3

∫
R3

ργ(x)ργ(y)

|x− y|
dxdy.

Similarly, using

(1B(z,r)γ1B(z,r)γ)(x, x) =

∫
R3

dy1B(z,r)(x)γ(x, y)1B(z,r)(y)γ(y, x) =

∫
R3

dy1B(z,r)(x)1B(z,r)(y)|γ(x, y)|2
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we can write

1

π

∫ ∞
0

dr

r5

∫
R3

dzTr[1B(z,r)γ1B(z,r)γ] =
1

π

∫ ∞
0

dr

r5

∫
R3

dz

∫
R3

dx

∫
R3

dy1B(z,r)(x)1B(z,r)(y)|γ(x, y)|2

=

∫
R3

∫
R3

|γ(x, y)|2

|x− y|
dxdy.

Thus

A :=
N∑
i<j

〈
Ψ,1B(z,r)(xi)1B(z,r)(xj)Ψ

〉
− 1

2

∫
R3

∫
R3

ργ(x)ργ(y)− |γ(x, y)|2

|x− y|
dxdy

≥ −C
∫ ∞

0

dr

r5

∫
R3

dzTr(1B(z,r)γ) min{1, (Tr[1B(z,r)γT])1/2}.

We control this error term by the maximal functions similarly the proof of the Lieb–Oxford

inequality:

Tr(1B(z,r)γ) =

∫
B(z,r)

dyργ(y) ≤ Cr3Mρ(z), Mρ(z) := sup
r>0

1

|B(z, r)|

∫
B(z,r)

ργ(y)dy

and

Tr(1B(z,r)γT) ≤ Cr3MρT
(z), MρT

(z) = sup
r>0

1

|B(z, r)|

∫
B(z,r)

ργT
(y)dy.

Thus

A ≥ −C
∫ ∞

0

dr

r2

∫
R3

dzMρ(z) min{1, r3/2MρT
(z)1/2}.

For every z ∈ R3, for every R = R(z) > 0 we can bound∫ ∞
0

dr

r2
min{1, r3/2MρT

(z)1/2} ≤
∫ R

0

dr

r2
r3/2MρT

(z)1/2 +

∫ ∞
R

dr

r2

≤ C(MρT
(z)1/2R1/2 +R−1).

Then optimizing over R > 0 we get

MρT
(z)1/2R1/2 ∼ R−1 ∼

(
(MρT

(z)1/2R1/2)2R−1
)1/3

= MρT
(z)1/3

we get ∫ ∞
0

dr

r2
min{1, r3/2MρT

(z)1/2} ≤ CMρT
(z)1/3.
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Thus

A ≥ −C
∫
R3

dzMρ(z)MρT
(z)1/3

≥ −C
(∫

R3

dzMρ(z)4/3

)3/4(∫
R3

dzMρT
(z)4/3

)1/4

≥ −C
(∫

R3

dzργ(z)4/3

)3/4(∫
R3

dzργT
(z)4/3

)1/4

.

Here we have used Hölder’s and the Hardy–Littlewood maximal inequalities. This completes

the proof of Bach’s correlation inequality.

9.4 Error bound for atomic Hartree–Fock energy

In this section we compare the ground state energy EN of the atomic Hamiltonian

HN =
N∑
i=1

(
−N−2/3∆xi −

1

|xi|

)
+N−1

∑
1≤i<j≤N

1

|xi − xj|
on L2

a(R3N).

with the Hartree–Fock energy

EHF = inf
0≤γ≤1
Tr γ=N

EHF(γ)

where

EHF(γ) := Tr((−N−2/3∆− |x|−1)γ) +
1

2N

∫
R3

∫
R3

ργ(x)ργ(y)− |γ(x, y)|2

|x− y|
dxdy.

Since EN ≤ EHF ≤ ErHF, from the analysis for ErHF in the previous section we know that

0 ≤ EHF − EN ≤ ErHF − EN = O(N1/3).

Now we prove that

Theorem. We have EHF = EN + o(N1/3)N→∞.

This estimate was contained implicitly in the work of Fefferman and Seco (1990) when

they derived the expansion

EN = −c1N + c2N
2/3 − c3N

1/3 + o(N1/3)N→∞.
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This result was proved explicitly and elegantly by Bach (1992), using his correlation inequal-

ity.

In order to put Bach’s correlation inequality in a good use, we need to show that the one–body

density matrix of an (approximate) ground state is close to a projection.

Lemma. Let Ψ be a normalized wave function in L2
a(R3N) such that

〈Ψ, HNΨ〉 = EN + o(N).

Then the truncated one–body density matrix γT = γ − γ2, γ = γ
(1)
Ψ , satisfies

Tr(γT) = o(N)N→∞.

Proof. Step 1. Let

h = −N−2/3∆− ΦTF, ΦTF = |x|−1 − fTF ∗ |x|−1.

From the analysis of the reduced Hartree–Fock theory we know that

〈Ψ, HNΨ〉 ≥ Tr(hγ)−ND(fTF, fTF) +O(N1/3) ≥ Tr(h−γ)− Tr(h−) + ETF + o(N)

and

EN ≤ ErHF = ETF + o(N).

Therefore, since Ψ is an appropriate ground state we find that

0 ≤ Tr(h−γ)− Tr(h−) ≤ o(N).

This implicitly implies that γ is close to 1(h < 0) which is a projection. We will make this

quantitative below.

Step 2. For every ε > 0, define

Pε = 1(h < −ε).

Using 0 ≤ γT = γ(1− γ) ≤ γ and γT ≤ 1− γ we have

Tr(γT) = Tr((1− Pε)γT) + Tr(PεγT) ≤ Tr((1− Pε)γ) + Tr(Pε(1− γ))

= Tr(γ)− Tr(Pε) + 2 Tr(Pε(1− γ)).
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Combining with Pε ≤ −h−/ε we obtain

Tr(γT) ≤ N − Tr(Pε) + 2ε−1 Tr(h−(1− γ)).

Recall the estimate Tr(h−(1 − γ)) = o(N) in Step 1. Moreover, for every ε > 0, by Weyl’s

law for the number of negative eigenvalues we have

Tr(Pε) = Tr1(h+ ε < 0) = Tr1(−∆−N2/3(ΦTF − ε) < 0)

= NLcl
0,3

∫
R3

[ΦTF − ε]3/2+ + o(N)N→∞.

Thus

lim sup
N→∞

N−1 Tr(γT) ≤ 1− Lcl
0,3

∫
R3

[ΦTF − ε]3/2+ .

Sending ε→ 0+ on the right side, we conclude that

lim sup
N→∞

N−1 Tr(γT) ≤ 1− Lcl
0,3

∫
R3

(ΦTF)3/2 = 0.

Exercise. Let 0 ≤ V ∈ Ld/2(Rd) ∩ L1+d/2(Rd). Prove that

Tr1(−∆ + λV < 0) = Lcl
0,d

∫
Rd

(λV )d/2 + o(λd/2)λ→∞

Hint: You can use Weyl’s law for sum of eigenvalues and a Tauberian argument.

Now we are ready to give

Proof of the estimate EN − EHF = o(N1/3). We only need to consider the lower bound for

EN − EHF. Take Ψ an approximate ground state for EN such that

〈Ψ, HNΨ〉 = EN +O(N−1).

Let γ = γ
(1)
Ψ and γT = γ − γ2. By Bach’s correlation inequality we have

〈Ψ, HNΨ〉 ≥ Tr((−N−2/3∆− |x|−1)γ) +
1

2N

∫
R3

∫
R3

ργ(x)ργ(y)− |γ(1)(x, y)|2

|x− y|
dxdy

− CN−1
(∫

R3

ρ4/3
γ

)3/4(∫
R3

ρ4/3
γT

)1/4
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≥ EHF − CN−1
(∫

R3

ρ4/3
γ

)3/4(∫
R3

ρ4/3
γT

)1/4

.

It remains to bound the error term on the right side. By Hölder’s and the Lieb–Thirring

inequalities ∫
R3

ρ4/3
γ ≤

(∫
R3

ρ5/3
γ

)1/2(∫
R3

ργ

)1/2

≤ C(N5/3)1/2N1/2 = CN4/3.

For the truncated one-body density, we use ρ
5/3
γT ≤ ρ

5/3
γ for the kinetic term and the bound

Tr γT = o(N) in the previous lemma∫
R3

ρ4/3
γT
≤
(∫

R3

ρ5/3
γT

)1/2(∫
R3

ργT

)1/2

≤ C(N5/3)1/2o(N)1/2 = o(N4/3).

Thus in summary,

N−1
(∫

R3

ρ4/3
γ

)3/4(∫
R3

ρ4/3
γT

)1/4

≤ CN−1o(N4/3) = o(N1/3).

This completes the proof of the theorem.

9.5 Hartree–Fock energy of a homogeneous Fermi gas

So far we have focus on the atomic Hamiltonian, which was the original motivation of the

development of Hartree–Fock theory. In practice, the Hartree–Fock approximation can be

applied to a wide class of fermionic systems. In this section, we consider a simpler situation

where the particles are confined in the torus T3 = [0, 2π]3 (with the periodic boundary

condition), described by the Hamiltonian

HN =
N∑
i=1

−N−2/3∆xi +N−1
∑

1≤i<j≤N

V (xi − xj) on L2(T3N).

Here the potential V : R3 → R is periodic, even, bounded and of positive type

V (x) =
∑
k∈Z3

V̂ (k)eik·x, V̂ (k) ≥ 0, ∀k ∈ Z3.
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The ground state energy of HN is

EN = inf
‖Ψ‖

L2
a(R3N )

〈Ψ, HNΨ〉.

The corresponding Hartree–Fock energy is

EHF = inf
0≤γ=γ2≤1

Tr γ=N

(
Tr(−N−2/3∆γ) +

1

2N

∫
T3

∫
T3

[
ργ(x)ργ(y)− |γ(x, y)|2

]
V (x− y)dxdy

)
.

Without the interaction (i.e. V ≡ 0), the Hartree–Fock minimizer is given by the plane

waves

γpw =
∑
p∈BF

|fp〉〈fp|, fp(x) = (2π)−3/2eip·x, ∀p ∈ Z3.

Here for simplicity we assume that the Fermi ball BF := B(0, kF ) ∩ Z3 contains exactly N

integer points, such that Tr γpw = N (put differently, N is defined via kF ). Thus

kF ∼ (
3

4π
)1/3N1/3 +O(1)N→∞.

Now we consider the interacting case. Given the regular interaction potential, it turns out

that

• The HF theory is good: EHF − EN is O(N−1/3) (instead of o(N1/3) as in the atomic

case).

• The HF theory is trivial: γpw remains the unique HF minimizer.

Theorem. Assume that V̂ ≥ 0 and
∑

k∈Z3(1 + |k|)V̂ (k) <∞. Then

EN ≥ EHF(γpw) +O(N−1/3).

Consequently, EHF = EN +O(N−1/3).

Proof. Let ΨN ∈ L2
a(R3N) be an arbitrary normalized wave function. For the kinetic energy,

we have 〈
ΨN ,

N∑
j=1

(−∆xj)ΨN

〉
= Tr(−∆γ

(1)
ΨN

) ≥ Tr(−∆γpw).
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Hence, it suffices to show that〈
ΨN ,

∑
1≤`<j≤N

V (x`−xj)ΨN

〉
≥ 1

2

∫
T3

∫
T3

[
ργpw(x)ργpw(y)−|γpw(x, y)|2

]
w(x−y)dxdy+O(N2/3).

Since V̂ ≥ 0 we can use Onsager’s lemma:

∑
1≤`<j≤N

V (x` − xj) +
N

2
V (0) =

1

2

N∑
`,j=1

V (x` − xj) =
1

2

∑
p∈Z3

N∑
`,j=1

V̂ (p)eip·(x`−xj)

=
1

2

∑
p∈Z3

V̂ (p)
∣∣∣ N∑
`=1

eip·x`
∣∣∣2 ≥ 1

2
V̂ (0)N2.

Note that V (0) is finite as V̂ ∈ `1. Thus we have the pointwise estimate

∑
1≤`<j≤N

V (x` − xj) ≥
1

2
V̂ (0)N2 − N

2
V (0)

which in particular implies that〈
ΨN ,

∑
1≤`<j≤N

V (x` − xj)ΨN

〉
≥ 1

2
V̂ (0)N2 − N

2
V (0).

Next, consider the interaction energy of the plane waves. Note that

γpw(x, y) =
∑
p∈BF

fp(x)fp(y) = (2π)−3
∑
p∈BF

eip·(x−y), ρpw(x) = γpw(x, x) =
N

(2π)3
.

Hence, ∫
T3

∫
T3

ργpw(x)ργpw(y)V (x− y)dxdy = N2(2π)−3

∫
V = N2V̂ (0)

and ∫
T3

∫
T3

|γpw(x, y)|2V (x− y)dxdy = (2π)−6

∫∫
T3×T3

∣∣∣ ∑
p∈BF

eip·(x−y)
∣∣∣2V (x− y)dxdy

= (2π)−3

∫
T3

∣∣∣ ∑
p∈BF

eip·x
∣∣∣2V (x)dx

= (2π)−3

∫
T3

∑
p∈BF

eip·x
∑
q∈BF

e−iq·x
∑
k∈Z3

V̂ (k)eik·xdx
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=
∑
k∈Z3

V̂ (k)
∑

p,q∈BF

(2π)−3

∫
T3

ei(p−q+k)·x

=
∑
k∈Z3

V̂ (k)
∑

p,q∈BF

δp−q+k=0

=
∑
k∈Z3

V̂ (k)|BF ∩ (BF + k)|.

Here |BF ∩ (BF + k)| is the number of integer points in BF ∩ (BF + k). We have

|BF ∩ (BF + k)| = |BF | − |BF\(BF + k)| ≥ N − C|k|N2/3

Figure: BF\(BF + k) is the set of integer points in the grey area

Thus the exchange term can be bounded from below by∫
T3

∫
T3

|γpw(x, y)|2V (x− y)dxdy ≥
∑
k∈Z3

V̂ (k)(N − C|k|N2/3)

= N
∑
k∈Z3

V (0)− CN2/3
∑
k∈Z3

|k|V̂ (k) = NV (0) +O(N2/3).

In summary,〈
ΨN ,

∑
1≤`<j≤N

V (x`−xj)ΨN

〉
≥
∫
T3

∫
T3

[ργpw(x)ργpw(y)−|γpw(x−y)|2]V (x−y)dxdy+O(N2/3).

Hence, we conclude that

EN ≥ EHF(γpw) +O(N−1/3) ≥ EHF +O(N−1/3) ≥ EN +O(N−1/3).

In particular, we have EN = EHF +O(N−1/3).
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Theorem. Assume that V̂ ≥ 0 and N−1/3
∑

k∈Z3 V̂ (k) ≤ 1/3. Then γpw is the unique

Hartree–Fock minimizer.

Proof. We use the argument of Gontier–Hainzl–Lewin (2018) where they proved that

EHF − EHF(γpw) is exponentially small for the electron gas in an infinite volume. Here since

we have a bounded potential on finite box, the spectral gap of the Laplacian dominates the

effect of the mean–field interaction potential.

Recall that h = N−1/3 and λ = N−1. The condition on the potential reads

λ‖V̂ ‖`1 ≤
1

3
h2.

Step 1. Take 0 ≤ γ = γ2 ≤ 1 on L2(T3) with Tr γ = N . Let us show that

E(γ)− E(γpw) ≥ Tr((−h2∆− λG)(γ − γpw))

− λ

2

∫
T3

∫
T3

|γ(x, y)− γpw(x, y)|2V (x− y)dxdy.

By the definition of the Hartree–Fock functional,

E(γ)− E(γpw) = Tr(−h2∆(γ − γpw))− λ

2

∫
T3

∫
T3

[|γ(x, y)|2 − |γpw(x, y)|2]V (x− y)dxdy

+
λ

2

∫
T3

∫
T3

[ργ(x)ργ(y)− ργpw(x)ργpw(x)]V (x− y)dxdy.

Note that ργpw is a constant since the kernel of γpw is γpw(x− y) with

γpw(x) = (2π)−3
∑
p∈BF

eip·x.

Hence, from the condition V̂ ≥ 0 and
∫
T3 ργ =

∫
T3 ργpw = N = (2π)−3ργpw(x) we find that∫

T3

∫
T3

[ργ(x)ργ(y)− ργpw(x)ργpw(x)]V (x− y)dxdy ≥ 0.

Indeed,∫
T3

∫
T3

ργ(x)ργ(y)V (x− y)dxdy =

∫
T3

∫
T3

ργ(x)ργ(y)
∑
k∈Z3

V̂ (k)e−ik·(x−y)dxdy
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= (2π)6
∑
k∈Z3

V̂ (k)|ρ̂γ(k)|2 ≥ (2π)6V̂ (0)|ρ̂γ(0)|2

= V̂ (0)N2 = (2π)6V̂ (0)|ρ̂γpw(k)|2

=

∫
T3

∫
T3

ργpw(x)ργpw(x)V (x− y)dxdy ≥ 0.

We can rewrite the exchange term using

|γ(x, y)|2 − |γpw(x− y)|2 = |γ(x, y)− γpw(x− y)|2 + 2<(γ(x, y)− γpw(x− y))γpw(y − x)

and ∫
T3

∫
T3

(γ(x, y)− γpw(x− y))γpw(y − x)V (y − x)dxdy = Tr((γ − γpw)G)

where G is an operator on L2(T3) with kernel γpw(x− y)V (x− y). Equivalently, in Fourier

space G is the multiplication operator G(k) with

G(k) =
∑
p∈BF

V̂ (k − p)

because

(Gf)(x) =

∫
T3

γpw(x− y)V (x− y)f(y)dy =

∫
T3

(2π)−3
∑
p∈BF

eip·(x−y)V (x− y)f(y)dy

and hence

Ĝf(k) = (2π)−3

∫
T3

(Gf)(x)e−ik·xdx

= (2π)−6
∑
p∈BF

∫
T3

∫
T3

e−ik·xeip·(x−y)V (x− y)f(y)dxdy

= (2π)−6
∑
p∈BF

∫
T3

∫
T3

e−ik·(y+z)eip·zV (z)f(y)dxdy

= (2π)−6
∑
p∈BF

(∫
T3

e−i(k−p)·zV (z)

)(∫
T3

e−ik·yf(y)dy

)
=
∑
p∈BF

V̂ (k − p)f̂(k).
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In particular G ≥ 0 and hence Tr(G(γ − γpw)) ∈ R. Thus∫
T3

∫
T3

[|γ(x, y)|2 − |γpw(x− y)|2]V (x− y)dxdy

=

∫
T3

∫
T3

|γ(x, y)− γpw(x− y)|2V (x− y)dxdy + 2 Tr(G(γ − γpw)).

This completes the desired equality.

Step 2. Next, consider the kinetic term. We find an operator A ≥ 0 on L2(T3) such that

Tr[(−h2∆− λG)(γ − γpw)] = Tr[A(γ − γpw)2].

The point here is that we can represent the kinetic term as a quadratic expression of γ−γpw,

similarly to the interaction energy. Since γ and γpw are projection we have

(γ − γpw)2 = (γpw)⊥(γ − γpw)(γpw)⊥ − γpw(γ − γpw)γpw, (γpw)⊥ = 1− γpw.

Hence,

Tr[A(γ − γpw)2] = Tr[((γpw)⊥A(γpw)⊥ − γpwAγpw)(γ − γpw)].

Since Tr(γ) = Tr(γpw) = N , it suffices to find A such that

(γpw)⊥A(γpw)⊥ − γpwAγpw = −h2∆− λG− c0

for a constant c0 ∈ R. We will choose A to be the multiplication operator A(k) on the Fourier

space, for which the latter identity becomes

A(k)1(k ∈ Bc
F )− A(k)1(k ∈ BF ) = h2|k|2 − λG(k)− c0,

or equivalently

A(k) = |h2|k|2 − λG(k)− c0| =

h2|k|2 − λG(k)− c0, k ∈ Bc
F

−(h2|k|2 − λG(k)− c0), k ∈ BF .

This choice is only possible if c0 satisfies

sup
k∈BF

(
h2|k|2 − λG(k)

)
≤ c0 ≤ inf

k∈BcF

(
h2|k|2 − λG(k)

)
.
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In fact, for every k1 ∈ BF , k2 ∈ Bc
F we have |k2| > |k1| (as we assume that the Fermi ball

is completely filled) and hence |k2|2 − |k1|2 ≥ 1 (since the left side is a positive integer). On

the other hand,

0 ≤ G(k) =
∑
p∈BF

V̂ (p+ k) ≤ ‖V̂ ‖`1 <∞.

Thus

h2|k2|2 − λG(k2)−
(
h2|k1|2 − λG(k1)

)
≥ h2 − λ‖V ‖`1 .

Hence, if λ‖V̂ ‖`1 ≤ h2/3, we have

inf
k∈BcF

(
h2|k|2 − λG(k)

)
− sup

k∈BF

(
h2|k|2 − λG(k)

)
≥ 2

3
h2.

We can take

c0 =
1

2
inf
k∈BcF

(
h2|k|2 − λG(k)

)
+

1

2
sup
k∈BF

(
h2|k|2 − λG(k)

)
which satisfies the above condition and moreover,

A(k) = |h2|k|2 − λG(k)− c0| ≥
h2

3
, ∀k ∈ Z3.

Step 3. Using

A ≥ h2/3 ≥ λ‖V̂ ‖`1 ≥ λ‖V ‖L∞

we conclude that

E(γ)− E(γpw) ≥ Tr[A(γ − γpw)2]− λ

2

∫
T3

∫
T3

|γ(x, y)− γpw(x, y)|2V (x− y)dxdy

≥ h2

3
Tr[(γ − γpw)2]− λ‖V ‖L∞

2

∫
T3

∫
T3

|γ(x, y)− γpw(x, y)|2

=

(
h2

3
− λ‖V ‖L∞

2

)
Tr[(γ − γpw)2] ≥ h2

6
Tr[(γ − γpw)2].

Thus γpw is the unique Hartree–Fock minimizer.

The correlation energy EN − EHF will be studied in the next chapter.



Chapter 10

Correlation energy

Since Slater determinants are the least correlated fermionic states, the difference EN − EHF

is called the correlation energy. Calculation the correlation energy is generally difficult.

In this chapter, we will formulate a general framework to discuss the correlation energy, and

then focus on the homogeneous gas described by the Hamiltonian

HN =
N∑
i=1

h2(−∆xi) +N−1
∑

1≤i<j≤N

V (xi − xj) on L2(T3N), h = N−1/3.

We will prove the following result of Benedikter–Nam–Porta–Schlein–Seiringer (2020).

Theorem. If V̂ ≥ 0, compactly supported and small enough, then

EN = EHF + Ecorr + o(N−1/3).

Here the correlation energy is given by Ecorr = N−1/3
∑

k g(k) with

g(k) = −πκ
2

2
V̂ (k) +

κ

π

∫ ∞
0

log
[
1 + 2πκV̂ (k)(1− arctan−1(λ−1))

]
dλ, κ =

( 3

4π

)1/3

.

It is convenient to use the Fock space formalism where the number of particles are not fixed.

The reason is that we have to perturb the Hartree–Fock minimizer and the correlation energy

will be described by the excited particles which live in a Fock space rather than in a fixed

n-body space.

202
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10.1 Fock space formalism

Definition. Let L2(Ω) be a one-particle Hilbert space (with Ω ⊂ Rd). The corresponding

fermionic Fock space is the Hilbert space

F = F(L2(Ω)) =
∞⊕
n=0

L2
a(Ω

n) = C⊕ L2(Ω)⊕ L2
a(Ω

2)⊕ ...

• Any vector in F has the form Ψ = (Ψn)∞n=0 where Ψn ∈ L2
a(Ω

n) and

‖Ψ‖2
F =

∞∑
n=0

‖Ψn‖2
L2
a(Ωn)

• The vector |0〉 = (1, 0, 0, ...) is called the vacuum.

On Fock space, we will use the second quantization method, which goes back to Dirac (1927).

A key concept is creation and annihilation operators.

Definition. For any f ∈ L2(Ω), we can define the creation operator a∗(f) and the

annihilation operator a(f) on the fermionic Fock space F(L2
a(Ω)) as follows:

• a∗(f) : L2
a(Ω

n)→ L2
a(Ω

n+1) for all n = 0, 1, 2, ...

(a∗(f)Ψn)(x1, . . . , xn+1) =
1√
n+ 1

n+1∑
j=1

(−1)j−1f(xj)Ψn(x1, . . . , xj−1, xj+1, . . . , xn+1).

• a(f) : L2
a(Ω

n+1)→ L2
a(Ω

n) for all n = 0, 1, 2, ...

(a(f)Ψn)(x1, . . . , xn−1) =
√
n

∫
Ω

f(x)Ψn(x, x1, . . . , xn−1)dx.

Remarks:

• f 7→ a∗(f) is linear, but f 7→ a(f) is anti-linear.

• a(f)|0〉 = 0 and a∗(f)|0〉 = f . More generally, if {ui}Ni=1 are orthonormal functions in

L2(Ω), then the corresponding Slater determinant can be written as

u1 ∧ u2 ∧ ... ∧ uN = a∗(u1)...a∗(uN)|0〉.
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For example,

a∗(u1)a∗(u2)|0〉 = a∗(u1)u2 =
1√
2

(u1(x1)u2(x2)− u1(x2)u2(x1)) = u1 ∧ u2.

The following exercise shows that we cannot put two particles in the same quantum state,

which is consistent with Pauli’s exclusion principle (we will come back to Pauli’s exclusion

principle later).

Exercise. Prove that for every f ∈ L2(Ω), we have (a∗(f))2 = 0 on the fermionic Fock

space F(L2(Ω)).

The following exercise shows that a∗(f) is adjoint of a(f).

Exercise. Prove that for all f ∈ L2(Ω), we have

〈a∗(f)Ψ,Φ〉F = 〈Ψ, a(f)Φ〉F , ∀Ψ,Φ ∈ F(L2(Ω)).

It turns out that the creation and annihilation operators satisfy the following nice algebraic

relations.

Theorem (Canonical Anti-commutation Relations - CAR). Consider the Fock space

F(L2(Ω)). For all f, g ∈ L2(Ω), we have

{a(f), a(g)} = 0, {a∗(f), a∗(g)} = 0, {a(f), a∗(g)} = 〈f, g〉.

Here {A,B} := AB +BA.

A consequence of the third relation is that

a∗(f)a(f) + a(f)a∗(f) = ‖f‖2.

Thus both a(f) and a∗(f) are bounded and ‖a(f)‖op ≤ ‖f‖, ‖a∗(f)‖op ≤ ‖f‖.

Proof. Step 1. First, let us prove that {a(f), a(g)} = 0, namely

a(f)a(g) + a(g)a(f) = 0.
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It suffices to show that

a(f)a(g)Ψn = −a(g)a(f)Ψn

for any function Ψn ∈ L2
a(Ω

n) and for any n ≥ 2. By the definition of the annihilation

operator, we have

(a(f)a(g)Ψn)(x1, ..., xn−2) =
√
n− 1

∫
f(y)(a(g)Ψn)(y, x1, ..., xn−2)dy

=
√
n− 1

∫
f(y)

(√
n

∫
g(x)Ψn(x, y, x1, ..., xn−2)dx

)
dy

=
√
n(n− 1)

∫∫
f(y)g(x)Ψn(x, y, x1, ..., xn−2)dxdy.

Similarly,

(a(g)a(f)Ψn)(x1, ..., xn−2) =
√
n(n− 1)

∫∫
g(y)f(x)Ψn(x, y, x1, ..., xn−2)dxdy

=
√
n(n− 1)

∫∫
f(y)g(x)Ψn(y, x, x1, ..., xn−2)dxdy.

The equality a(f)a(g)Ψn = −a(g)a(f)Ψn follows from the anti-symmetry

Ψn(x, y, x1, ..., xn−2) = −Ψn(y, x, x1, ..., xn−2).

Step 2. Since a∗(f) is the adjoint of a(f), by taking the adjoint of

{a(f), a(g)} = a(f)a(g) + a(g)a(f) = 0

we find that {a∗(f), a∗(g)} = 0.

Step 3. Finally, we prove that

{a(f), a∗(g)} = a(f)a∗(g) + a∗(g)a(f) = 〈f, g〉.

When testing with the vacuum, we have

a(f)a∗(g)|0〉+ a∗(g)a(f)|0〉 = a(f)g − 0 = 〈f, g〉.
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Now consider any function Ψn ∈ L2
a(Ω

n) with any n ≥ 1. We have

(a(f)a∗(g)Ψn)(x1, ..., xn) = a(f)(a∗(g)Ψn)(x1, ..., xn)

=
√
n+ 1

∫
f(xn+1)(a∗(g)Ψn)(xn+1, x1, ..., xn)dxn+1

=
√
n+ 1

∫
f(xn+1)(−1)n(a∗(g)Ψn)(x1, ..., xn, xn+1)dxn+1

=
√
n+ 1

∫
f(xn+1)(−1)n

1√
n+ 1

n+1∑
i=1

(−1)i−1g(xi)Ψn(x1, ..., xi−1, xi+1, ..., xn+1)dxn+1

=

∫
f(xn+1)

n+1∑
i=1

(−1)n+i−1g(xi)Ψn(x1, ..., xi−1, xi+1, ..., xn+1)dxn+1

= 〈f, g〉Ψn(x1, ..., xn) +
n∑
i=1

(−1)n+1−ig(xi)

∫
f(xn+1)Ψn(x1, ..., xi−1, xi+1, ..., xn+1)dxn+1.

On the other hand,

(a∗(g)a(f)Ψn)(x1, ..., xn) = a∗(g)(a(f)Ψn))(x1, ..., xn)

=
1√
n

n∑
i=1

(−1)i−1g(xi)(a(f)Ψn))(x1, ..., xi−1, xi+1, ..., xn)

=
1√
n

n∑
i=1

(−1)i−1g(xi)
√
n

∫
f(xn+1)Ψn(xn+1, x1, ..., xi−1, xi+1, ..., xn)dxn+1

=
1√
n

n∑
i=1

(−1)i−1g(xi)
√
n

∫
f(xn+1)(−1)n−1Ψn(x1, ..., xi−1, xi+1, ..., xn, xn+1)dxn+1

=
n∑
i=1

(−1)n−ig(xi)

∫
f(xn+1)Ψn(x1, ..., xi−1, xi+1, ..., xn, xn+1)dxn+1.

Using Since (−1)n+1−i + (−1)n−i = 0, we obtain

a(f)a∗(g)Ψn + a∗(g)a(f)Ψn = 〈f, g〉Ψn

for all Ψn ∈ L2
a(Ω

n). Thus {a(f), a∗(g)} = 〈f, g〉.

Using the creation and annihilation operators, we can write many operators on Fock space

in a convenient way. For example, consider the number operator

N :=
∞∑
n=0

n1L2
a(Ωn).



10.1. FOCK SPACE FORMALISM 207

For any vector Ψ = (Ψn)∞n=0 ∈ F , the expectation of the number of particles is

〈Ψ,NΨ〉 =
∞∑
n=0

n‖Ψn‖2.

Let {ui}∞i=1 be an orthonormal basis for L2(Ω). Then we can write

N =
∞∑
i=1

a∗(ui)a(ui).

More generally, we have

Theorem (Second quantization of one-body operators). Let h be a self-adjoint operator

on the one-body Hilbert space L2(Ω). Then the operator on the fermionic Fock space

F(L2(Ω))

dΓ(h) :=
∞⊕
n=0

( n∑
i=1

hi

)
= 0⊕ h⊕ (h⊗ 1 + 1⊗ h)⊕ ...

is called the second quantization of h. It can be rewritten as

dΓ(h) =
∑
m,n≥1

〈um, hun〉a∗(um)a(un).

Here {un}n≥1 is an orthonormal basis for L2(Ω). The representation is independent

of the choice of the basis (provided that all 〈um, hun〉 are finite).

Proof. Let us write an = a(un) for short. It suffices to prove that

N∑
i=1

hiΨN =
∑
m,n≥1

〈um, hun〉a∗manΨN

for all ΨN ∈H ⊗sN and for all N . Recall from a previous computation

(a∗manΨN)(x1, ..., xN) =
N∑
i=1

(−1)N−ium(xi)

∫
un(y)Ψn(x1, ..., xi−1, xi+1, ..., xN , y)dy.

Therefore,

∑
m,n

〈um, hun〉(a∗manΨN)(x1, ..., xN)
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=
∑
m,n

〈um, hun〉
N∑
i=1

(−1)N−ium(xi)

∫
un(y)ΨN(x1, ..., xi−1, xi+1, ..., xN , y)dy

=
N∑
i=1

(−1)N−i
∑
n

(∑
m

〈um, hun〉um(xi)
)∫

un(y)ΨN(x1, ..., xi−1, xi+1, ..., xN , y)dy

=
N∑
i=1

(−1)N−i
∑
n

(hun)(xi)

∫
un(y)ΨN(x1, ..., xi−1, xi+1, ..., xN , y)dy

=
N∑
i=1

(−1)N−i
∑
n

[
(|hun〉〈un|)NΨN

]
(x1, ..., xi−1, xi+1, ..., xN , xi)

=
N∑
i=1

(−1)N−i
[(
h
∑
n

|un〉〈un|
)
N

ΨN

]
(x1, ..., xi−1, xi+1, ..., xN , xi)

=
N∑
i=1

(−1)N−i
[
hNΨN

]
(x1, ..., xi−1, xi+1, ..., xN , xi) =

N∑
i=1

[
hiΨN

]
(x1, ..., xi−1, xi, xi+1, ..., xN).

Here we have used the Parseval’s identity

∑
m

〈um, hun〉um = hun,

the resolution of the identity operator

∑
n

|un〉〈un| = 1,

and the anti-symmetry

(−1)N−iΨ(x1, ..., xi−1, xi+1, ..., xN , xi) = Ψ(x1, ..., xi−1, xixi+1, ..., xN).

This completes the proof.

For the two–body interaction operators, we have

Theorem (Second quantization of two-body operators). Let W be a self-adjoint oper-

ator on L2(Ω2) such that W12 = W21. Then the operator on the fermionic Fock space

F(H )
∞⊕
n=0

( ∑
1≤i<j≤n

Wij

)
= 0⊕ 0⊕W12 ⊕ (W12 +W23 +W13)⊕ ...
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is called the second quantization of W . It can be rewritten as

∞⊕
n=0

( ∑
1≤i<j≤n

Wij

)
=

1

2

∑
m,n,p,q≥1

〈um ⊗ un,Wup ⊗ uq〉 a∗(um)a∗(un)a(uq)a(up)

Here {un}n≥1 is an orthonormal basis for L2(Ω). The representation is independent

of the choice of the basis.

The proof of this result is left as an exercise.

Remarks:

• From the method of second quantization, the typical Hamiltonian

HN =
N∑
i=1

hi +
∑

1≤i<j≤N

Wij

on L2
a(Ω

N) can be extended to be an operator on the fermionic Fock space F as

∞⊕
N=0

HN =
∑
m,n

hmna
∗
man +

1

2

∑
m,n,p,q

Wmnpqa
∗
ma
∗
naqap

where an = a(un) with an orthonormal basis {un} for H and

hmn = 〈um, hun〉 , Wmnpq = 〈um ⊗ un,Wup ⊗ uq〉 .

• In the littérature, people also use the creation and annihilation operators a∗x and ax,

x ∈ Ω, defined by

a∗(f) =

∫
f(x)a∗xdx, a(f) =

∫
f(x)axdx, ∀f ∈H .

These operator-valued distributions satisfy the CAR

{ax, ay} = 0, {a∗x, a∗y} = 0, {ax, a∗y} = δ0(x− y).

The advantage of these notations is that we can use the second quantization without

specifying an orthonormal basis for H . For example, the typical Hamiltonian

HN =
N∑
i=1

(−∆xi + V (xi)) +
∑

1≤i<j≤N

W (xi − xj)
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on L2
a(Ω

N) can be extended to be an operator on Fock space as

∞⊕
N=0

HN =

∫
Ω

a∗x(−∆x + V (x))axdx+
1

2

∫∫
Ω×Ω

W (x− y)a∗xa
∗
yayaxdxdy.

Definition. Let Ψ be a normalized vector in the fermionic Fock space F(L2(Ω)). Its

one–body density matrix γ
(1)
Ψ is a trace class operator on L2(Ω) defined by

〈g, γ(1)
Ψ f〉 = 〈Ψ, a∗(f)a(g)Ψ〉, ∀f, g ∈ L2(Ω)

Exercise. Let Ψ be a normalized vector in the fermionic Fock space F(L2(Ω)) with

〈Ψ,NΨ〉 <∞. Prove that its one-body density matrix satisfies

0 ≤ γ
(1)
Ψ ≤ 1, Tr γ

(1)
Ψ = 〈Ψ,NΨ〉.

10.2 Particle–hole transformation

Theorem. Let {ui}∞i=1 be an orthonormal basis for L2(Ω). For every N ≥ 1, there

exists a unitary operator R on the fermionic Fock space F(L2(Ω)) such that

R|0〉 = u1 ∧ u2 ∧ ... ∧ uN = a∗(u1)...a∗(uN)|0〉

and

R∗a∗(ui)R =

a(ui) if i ≤ N,

a∗(ui) if i > N.

Moreover, R = R∗ = R−1.

Proof. The fermionic Fock space has an orthonormal basis of Slater determinants{
a∗(ui1)...a∗(ui`)|0〉 : 1 ≤ i1 < i2 < ... < i`, ` = 0, 1, 2, ...

}
.

The operator R is defined by

Ra∗(ui1)...a∗(ui`)|0〉 = a∗(uj1)...a∗(ujk)|0〉
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where 1 ≤ j1 < j2 < ... < jk is determined from 1 ≤ i1 < i2 < ... < i` such that

{j1, ..., jk} =
⋃
{is : is > N}

⋃
{1 ≤ r ≤ N : r /∈ {i1, ..., i`}}.

Then clearly R is a unitary operator since it maps an orthonormal basis to an orthonormal

basis. Moreover, R = R∗ = R−1. Since the identity

R∗a∗(ui)R
=

a(ui) if i ≤ N,

a∗(ui) if i > N

holds for all Slater determinants, it holds for any vector on Fock space by the linearity.

Note that the transformation R is a special example of a Bogoliubov transformation. We

will come back to Bogoliubov theory later in connection to the bosonic picture.

Now let us focus on the homogeneous Fermi gas where N fermions are confined in the torus

T3 = [0, 2π]3 (with the periodic boundary condition), described by the Hamiltonian

HN =
N∑
i=1

h2(−∆xi) +N−1
∑

1≤i<j≤N

V (xi − xj) on L2(T3N), h = N−1/3.

For simplicity we assume that V̂ ≥ 0 and is compactly supported. Using the annihilation

operators

ap = a(up), up = (2π)−3/2eip·x

we can write in the second quantization formalism (why?)

HN =
∑
k∈Z3

h2p2a∗pap +
1

2N

∑
k,p,q∈Z3

V̂ (k)a∗p+ka
∗
q−kaqap .

Also for simplicity we assume that

N = |BF |, BF = B(0, kF ) ∩ Z3.

The Fermi ball BF corresponding to the Slater determinant
∧
p∈BF up which is the unique

Hartree–Fock minimizer. To find a correction to the Hartree–Fock theory, we apply the

particle–hole transformation

R|0〉 =
∧
p∈BF

up
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and

R∗a∗pR =

ap if p ∈ BF ,

a∗p if p ∈ Bc
F .

This operator really makes a hole in a Fermi ball and create a particle outside.

For a warm-up, let us consider the kinetic term. We have

R∗

∑
p∈Z3

h2p2a∗pap

R =
∑
p∈Z3

h2p2R∗(a∗pap)R

=
∑
p∈BcF

h2p2(a∗pap) +
∑
p∈BF

h2p2(apa
∗
p)

=
∑
p∈BcF

h2p2(a∗pap) +
∑
p∈BF

h2p2(1− a∗pap)

=
∑
p∈BcF

h2p2(a∗pap)−
∑
p∈BF

h2p2a∗pap + h2
∑
p∈BF

p2.

We define

H0 := R∗

∑
p∈Z3

h2p2a∗pap

R− h2
∑
p∈BF

p2 =
∑
p∈BcF

h2p2(a∗pap)−
∑
p∈BF

h2p2a∗pap.

Note that the operator H0 does not seem positive at first sight, but it is, at least for the

relevant class of wave functions.

Lemma. There exists a constant c0 ∈ 1
2
N such that for every ψ = RΨ with Ψ a

normalized function in L2
a(T3N), we have

H0ψ = h2
∑
k∈Z3

|k2 − c0|a∗kakψ and inf
k∈Z3
|k2 − c0| ≥

1

2
.

Proof. Note that

R∗NR = R∗

∑
p∈Z3

a∗pap

R =
∑
p∈BcF

a∗pap +
∑
p∈BF

apa
∗
p

=
∑
p∈BcF

a∗pap +
∑
p∈BF

(1− a∗pap) = N +
∑
p∈BcF

a∗pap −
∑
p∈BF

a∗pap

=: N +N p −N h.
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Hence, the condition ψ = RΨ with Ψ ∈ L2
a(T3N) implies that

(
N p −N h

)
ψ = 0.

Using the fact that |k2|2 − |k1|2 ≥ 1 if k2 ∈ Bc
F , k1 ∈ BF (since the Fermi ball is completely

filled) we obtain

inf
k∈BcF

|k|2 − sup
k∈BF

|k|2 ≥ 1.

Define

c0 :=
1

2
inf
k∈BcF

|k|2 +
1

2
sup
k∈BF

|k|2.

Then

sup
k∈BF

|k|2 ≤ c0 ≤ inf
k∈BcF

|k|2, inf
k∈Z3
|k2 − c0| ≥

1

2
.

Moreover, using (N p −N h)ψ = 0 we find that

H0ψ =
∑
p∈BcF

h2p2a∗papψ −
∑
p∈BF

h2p2a∗papψ

=
∑
p∈BcF

h2(p2 − c0)a∗papψ +
∑
p∈BF

h2(c0 − p2)a∗papψ + c0(N p −N h)ψ

=
∑
p∈Z3

h2|p2 − c0|a∗papψ.

Now we turn to the interaction part. We introduce the set Γnor of all momenta k = (k1, k2, k3)

in Z3 ∩ supp V̂ satisfying

k3 > 0 or (k3 = 0 and k2 > 0) or (k2 = k3 = 0 and k1 > 0) .

This set is chosen such that

Γnor ∩ (−Γnor) = ∅, Γnor ∪ (−Γnor) =
(
Z3 ∩ supp V̂

)
\ {0} .

A length but straightforward computation shows that

R∗

 1

2N

∑
k,p,q∈Z3

V̂ (k)a∗p+ka
∗
q−kaqap

R =
N

2
V̂ (0)− 1

2N

∑
p,q∈BF

V̂ (p− q) + Q + X
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where

Q = N−1
∑
k∈Γnor

V̂ (k)
(
b∗(k)b(k) + b∗(−k)b(−k) + b∗(k)b∗(−k) + b(−k)b(k)

)
,

X =
1

2N

∑
k∈Γnor

V̂ (k)
(
D∗(k)D(k) + D∗(−k)D(−k)

)
+

1

2N

∑
k∈Γnor

V̂ (k)
(
D∗(−k)b(k) + D∗(k)b(−k) + h.c.

)
+

1

2N

∑
k∈Z3

V̂ (k)
(

3
∑

h∈BF∩(BF+k)

a∗hah − 2
∑

p∈BcF∩(BF+k)

a∗pap −
∑

p∈BcF∩(BcF+k)

a∗pap

)

and

b∗(k) :=
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−k,

D∗(k) :=
∑

p∈BcF∩(BcF+k)

a∗pap−k −
∑

p∈BF∩(BF+k)

a∗pap−k.

In summary, we have

Lemma.

R∗HNR = EHF + H0 + Q + X.

This follows from the above computations and the following expression of the Hartree–Fock

energy

EHF = h2 Tr(−∆γpw) +
1

2N

∫
T3

∫
T3

[ργpw(x)ργpw(y)− |γpw(x− y)|2]V (x− y)dxdy

= h2
∑
p∈BF

p2 +
N

2
V̂ (0)− 1

2N

∑
p,q∈BF

V̂ (p− q).

since

γpw(x− y) = (2π)−3
∑
p∈BF

eip·xe−ip·y =
∑
p∈BF

eip·(x−y), ργpw(x) = (2π)−3N.

As we will see, the terms H0 and Q contribute to the leading order of the correlation energy

(which is ∼ N−1/3) and the term X can be treated as a small error. More precisely, H0

and Q are bosonizable terms, namely they can be compared with certain quasi-bosonic

operators, while X is non-bosonizable but can be removed.
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10.3 Estimates for kinetic and number operators

In this section we derive some useful estimates for H0 and N . We start with

Lemma. Let Ψ ∈ L2
a(T3) be a normalized function such that

〈Ψ, HNΨ〉 ≤ EHF +O(N−1/3).

Then the state ψ = RΨ satisfies

〈ψ,H0ψ〉 ≤ CN−1/3, 〈ψ,Nψ〉 ≤ CN1/3.

Proof. In the previous chapter we have proved that

1

N

N∑
i<j

V (xi − xj) ≥
N

2
V̂ (0)− 1

2
V (0) =

N

2
V̂ (0)− 1

2N

∑
p,q∈BF

V̂ (p− q) +O(N−1/3).

Moreover, for the kinetic part we can write

h2

〈
Ψ,
∑
p∈Z3

p2a∗papΨ

〉
= h2

〈
Rψ,

(∑
p∈Z3

p2a∗pap

)
Rψ

〉
= h2

∑
p∈BF

p2 + 〈ψ,H0ψ〉.

Thus

〈Ψ, HNΨ〉 ≥ EHF +O(N−1/3) + 〈ψ,H0ψ〉.

Consequently, if 〈Ψ, HNΨ〉 ≤ EHF +O(N−1/3), then

〈ψ,H0ψ〉 ≤ CN−1/3.

Moreover, we can write

H0ψ = h2
∑
k∈Z3

|k2 − c0|a∗kakψ and inf
k∈Z3
|k2 − c0| ≥

1

2
.

and hence

〈ψ,H0ψ〉 = h2
∑
k∈Z3

|k2 − c0|〈ψ, a∗kakψ〉 ≥
h2

2

∑
k∈Z3

〈ψ, a∗kakψ〉 =
h2

2

∑
k∈Z3

〈ψ,Nψ〉.

Since 〈ψ,H0ψ〉 ≤ CN−1/3 and h = N−1/3, we find that 〈ψ,Nψ〉 ≤ CN1/3.



216 CHAPTER 10. CORRELATION ENERGY

By a technical reason, we will focus on a well-prepared approximate ground state.

Lemma. There exists a normalized function Ψ ∈ L2
a(T3N) such that

〈Ψ, HNΨ〉 ≤ EN +O(N−2/3)

and that the state ψ = RΨ satisfies

ψ = 1(N ≤ CN1/3)ψ, 〈ψ,H0ψ〉 ≤ CN−1/3.

We will need the following localization technique on Fock space. The idea goes back to Lieb

and Solovej (2001). The formulation below is taken from a paper of Lewin–Nam–Serfaty–

Solovej (2013).

Lemma (IMS formula on Fock space). Let A be a non–negative operator on the fermionic

Fock space F(L2(Ω)) such that PiD(A) ⊂ D(A) and PiAPj = 0 if |i − j| > `, where

Pi = 1(N = i). Let f, g : R→ [0, 1] be smooth functions such that f 2 +g2 = 1, f(x) = 1

for x ≤ 1/2 and f(x) = 0 for x ≥ 1. For any M ≥ 1 define

fM := f(N /M) , gM := g(N /M) .

Then

±
(
A− fMAfM − gMAgM

)
≤ Cf`

3

M2
[A]diag1(N ≤M + `)

where Cf = ‖f ′‖2
L∞ + ‖g′‖2

L∞ and [A]diag :=
∑∞

i=0 PiAPi.

Proof. Using the “double commutator identities”

[[A, fM ], fM ] = f 2
MA+ Af 2

M − 2fMAfM ,

[[A, gM ], gM ] = g2
MA+ Ag2

M − 2gMAgM .

we have the “IMS-identity”

A− fMAfM − gMAgM =
1

2
([[A, fM ], fM ]] + [[A, gM ], gM ]]) .

This is an analogue of the standard formula for the Laplacian

(−∆)− f(−∆)f − g(−∆g) = −1

2
(|∇f |2 + |∇g|2), f 2 + g2 = 1
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which was named after Ismagilov, Morgan, Simon and Israel Michael Sigal.

Next, by decomposing further

1F =
∞∑
i=0

Pi

we find that

[[A, fM ], fM ]] =
∞∑

i,j=0

Pi[[A, fM ], fM ]]Pj =
∞∑

i,j=0

(
f 2
M(i) + f 2

M(j)− 2fM(i)fM(j)
)
PiAPj

=
∞∑

i,j=0

(
fM(i)− fM(j)

)2

PiAPj =
∞∑

1≤|i−j|≤`

(
f(i/M)− f(j/M)

)2

PiAPj.

In the last equality we have used the assumption that PiAPj = 0 if |i − j| > `. Combining

with a similar formula for gM , we arrive at

A− fMAfM − gMAgM =
1

2

∞∑
1≤|i−j|≤`

[
(f(i/M)− f(j/M))2 + (g(i/M)− g(j/M))2

]
PiAPj.

Since f, g are smooth, we have the uniform bound for all |i− j| ≤ `:

(f(i/M)−f(j/M))2 +(g(i/M)−g(j/M))2 ≤ Cf
`2

M2
1(i, j ≤M+`), Cf = ‖f ′‖2

L∞+‖g′‖2
L∞ .

On the other hand, since A ≥ 0 we have the Cauchy-Schwarz inequality

±(PiAPj + h.c.) ≤ PiAPi + PjAPj.

Thus we conclude that

±
(
A− fMAfM − gMAgM

)
= ±1

4

∞∑
1≤|i−j|≤`

[
(f(i/M)− f(j/M))2 + (g(i/M)− g(j/M))2

]
(PiAPj + PjAPi)

≤ 1

4

Cf`
2

M2

∞∑
1≤|i−j|≤`

1(i, j ≤M + `)(PiAPi + PjAPj)

≤ Cf`
3

M2

∞∑
i=0

1(i ≤M + `)PiAPi =
Cf`

3

M2
Adiag1(N ≤M + `).

This completes the proof of the lemma.
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Application to the homogeneous gas. Step 1. We will apply the above abstract result to

A = R∗HNR− EHF + C0N
−1/3

We can choose C0 sufficiently large such that A ≥ 0. We can take ` = 4 as the Hamiltonian

A changes particle number by at most ±4. Moreover, from the explicit formula

A = H0 + Q + X + C0N
−1/3

we find that

Adiag = H0 +N−1
∑
k∈Γnor

V̂ (k)b∗(k)b(k) +
1

2N

∑
k∈Γnor

V̂ (k)
(
D∗(k)D(k) + D∗(−k)D(−k)

)
+

1

2N

∑
k∈Z3

V̂ (k)
(

3
∑

h∈BF∩(BF+k)

a∗hah − 2
∑

p∈BcF∩(BF+k)

a∗pap −
∑

p∈BcF∩(BcF+k)

a∗pap

)
+ C0N

−1/3

with

b∗(k) :=
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−k, D∗(k) :=

∑
p∈BcF∩(BcF+k)

a∗pap−k −
∑

p∈BF∩(BF+k)

a∗pap−k.

Let us estimate Adiag from above. Clearly

±
(

3
∑

h∈BF∩(BF+k)

a∗hah − 2
∑

p∈BcF∩(BF+k)

a∗pap −
∑

p∈BcF∩(BcF+k)

a∗pap

)
≤ 3

∑
p∈Z3

a∗pap = 3N .

Moreover, for every |k| ∼ O(1) by the Cauchy–Schwarz inequality we have

b∗(k)b(k) =
∑

p,q∈BcF∩(BF+k)

a∗pa
∗
p−kaq−kaq

≤
∑

p,q∈BcF∩(BF+k)

1

2

(
a∗pa

∗
p−kap−kap + a∗qa

∗
q−kaq−kaq

)
= |Bc

F ∩ (BF + k)|
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−kap−kap

≤ CN2/3
∑
p∈Z3

a∗pap = CN2/3N
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and

D∗(k)D(k) ≤ 2
∑

p,q∈BcF∩(BcF+k)

a∗pap−ka
∗
q−kaq + 2

∑
p,q∈BF∩(BF+k)

a∗pap−ka
∗
q−kaq

≤ 4
∑
p,q∈Z3

a∗pap−ka
∗
q−kaq = 4

∑
p,q∈Z3

a∗p(δpq − a∗q−kap−k)aq

= 4N + 4
∑
p,q∈Z3

a∗pa
∗
q−kaqap−k

≤ 4N + 2
∑
p,q∈Z3

(a∗pa
∗
q−kaq−kap + a∗p−ka

∗
qaqap−k)

= 4N + 2
∑
p∈Z3

(a∗pNap + a∗p−kNap−k)

= 4N + 2
∑
p∈Z3

(a∗pap(N − 1) + a∗p−kap−k(N − 1))

= 4N + 4N (N − 1) = 4N 2.

Thus in summary,

Adiag ≤ H0 + 4N−1N 2 + CN−1/3N + CN−1/3.

Hence, for every M ∼ N1/3 the abstract localization lemma gives

±
(
A− fMAfM − gMAgM

)
≤ C

M2
(H0 + C).

which is equivalent to

±
(
RHNR

∗ − fMRHNR
∗fM − gMRHNR

∗gM

)
≤ C

M2
(H0 + C).

Step 2. Now let Ψgs ∈ L2
a(T3N) be a ground state for HN and denote ψgs = RΨgs. Then we

know that

〈ψgs,H0ψgs〉 ≤ CN−1/3, 〈ψgs,Nψgs〉 ≤ CN1/3.

Hence, with M ∼ N1/3 we have〈
ψgs,

(
RHNR

∗ − fMRHNR
∗fM − gMRHNR

∗gM

)
ψgs

〉
≥ −CN−2/3.

Note that

〈ψgs, RHNR
∗ψgs〉 = 〈Ψgs, HNΨgs〉 = EN
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and

〈ψgs, gMRHNR
∗gMψgs〉 ≥ EN‖gMψgs‖2 = EN(1− ‖fMψgs‖2).

Thus we conclude that

〈ψgs, fMRHNR
∗fMψgs〉 ≤ EN‖fMψgs‖2 + CN−2/3.

Note that we can choose M = CN1/3 ≥ 4〈ψgs,Nψgs〉, which ensures that

‖gMψgs‖2 = 〈ψgs, g
2
Mψgs〉 ≤ 〈ψgs,

2N
M

ψgs〉 ≤
1

2
,

namely

‖fMψgs‖2 = 1− ‖gMψgs‖2 ≥ 1

2
.

Finally, we define

ψ =
fMψgs

‖fMψgs‖
, Ψ = Rψ.

Then we have

〈Ψ, HNΨ〉 = 〈ψ,RHNR
∗ψ〉 ≤ EN + CN−2/3.

Moreover, ψ = 1(N ≤M)ψ = 1(N ≤ CN1/3)ψ and

〈ψ,H0ψ〉 ≤ 2〈ψgs, fMH0fMψgs〉 ≤ 2〈ψgs,H0ψgs〉 ≤ CN−1/3.

10.4 Removing the non-bosonizable term

In this section we estimate the error term

X =
1

2N

∑
k∈Γnor

V̂ (k)
(
D∗(k)D(k) + D∗(−k)D(−k)

)
+

1

2N

∑
k∈Γnor

V̂ (k)
(
D∗(−k)b(k) + D∗(k)b(−k) + h.c.

)
+

1

2N

∑
k∈Z3

V̂ (k)
(

3
∑

h∈BF∩(BF+k)

a∗hah − 2
∑

p∈BcF∩(BF+k)

a∗pap −
∑

p∈BcF∩(BcF+k)

a∗pap

)
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where

b∗(k) :=
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−k, D∗(k) :=

∑
p∈BcF∩(BcF+k)

a∗pap−k −
∑

p∈BF∩(BF+k)

a∗pap−k.

Lemma. Let ψ = RΨ with Ψ ∈ L2
a(T3) and

ψ = 1(N ≤ CN1/3)ψ, 〈ψ,H0ψ〉 ≤ CN−1/3.

Then we have

±〈ψ,Xψ〉 ≤ o(N−1/3)

Proof. Step 1. The third sum in X is easy since

±N−1
(

3
∑

h∈BF∩(BF+k)

a∗hah − 2
∑

p∈BcF∩(BF+k)

a∗pap −
∑

p∈BcF∩(BcF+k)

a∗pap

)
≤ 3N−1N

and

N−1〈ψ,Nψ〉 ≤ O(N−2/3).

Step 2. Now let us prove that for every 0 6= k ∈ Z3, |k| ∼ O(1),

N−1〈ψ,D∗(k)D(k)ψ〉 ≤ o(N−1/3) ⇐⇒ 〈ψ,D∗(k)D(k)ψ〉 ≤ o(N2/3).

Note that we have proved D∗(k)D(k) ≤ 4N 2. However, from that bound and the a-priori

estimate on N we only have

〈ψ,D∗(k)D(k)ψ〉 ≤ 4〈ψ,N 2ψ〉 ≤ CN2/3.

To obtain the refinement o(N2/3) we need a better approach.

By the Cauchy–Schwarz inequality (A+B)∗(A+B) ≤ 2(A∗A+B∗B) we have

〈ψ,D∗(k)D(k)ψ〉 ≤ 2
∑
p,q∈Z3

〈ψ, a∗pap−ka∗q−kaqψ〉

= 2
∑
p,q∈Z3

〈ψ, a∗p(δpq − a∗q−kap−k)aqψ〉

= 2〈ψ,Nψ〉 − 2
∑
p,q∈Z3

〈ψ, a∗pa∗q−kap−kaqψ〉.
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The first term is bounded by O(N1/3). For the second term, by the Cauchy–Schwarz inequal-

ity again we can bound∣∣∣ ∑
p,q∈Z3

〈ψ, a∗pa∗q−kap−kaqψ〉
∣∣∣

≤
∑
p,q∈Z3

‖aq−kapψ‖‖ap−kaqψ‖

≤
∑
p,q∈Z3

(
Ap‖aq−kapψ‖2 +Bp‖ap−kaqψ‖2

)
≤
∑
p∈Z3

(
Ap‖ap(N + 1)1/2ψ‖2 +Bp‖ap−k(N + 1)1/2ψ‖2

)
provided that

Ap > 0, Bp > 0, 2
√
ApBp ≥ 1.

Combining with the condition ψ = 1(N ≤ CN1/3)ψ we have∣∣∣∑
Z3

〈ψ, a∗pa∗q−kap−kaqψ〉
∣∣∣ ≤ CN1/3

∑
p∈Z3

(
Ap‖apψ‖2 +Bp‖ap−kψ‖2

)
To estimate further the right side, we split the sum into two parts:

X1 = {p ∈ Z3 : max{|p2 − c0|, |(p− k)2 − c0|} ≥ `},

X2 = {p ∈ Z3 : max{|p2 − c0|, |(p− k)2 − c0|} < `}

with a large parameter ` (eventually we can take ` = N2/15). Here the constant c0 is taken

from the representation of the kinetic operator

H0ψ =
∑
k∈Z3

|k2 − c0|a∗kakψ and inf
k∈Z3
|k2 − c0| ≥

1

2
.

Part 1: For p ∈ X1 we choose

Ap =
|p2 − c0|
`1/2

, Bp =
|(p− k)2 − c0|

`1/2

Then 2
√
ApBp > 1 because

min{|p2 − c0|, |(p− k)2 − c0|} ≥ 1/2
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and

max{|p2 − c0|, |(p− k)2 − c0|} ≥ `.

Thus using the kinetic bound

〈ψ,H0ψ〉 = h2
∑
p∈Z3

|p2 − c0|〈ψa∗papψ〉 ≤ CN−1/3

we have

∑
p∈X1

(
Ap‖apψ‖2 +Bp‖ap−kψ‖2

)
≤ 1

`1/2

∑
p∈Z3

|p2 − c0|〈ψa∗papψ〉 ≤
CN1/3

`1/2
.

Part 2: For p ∈ X2 we simply choose Ap = Bp = 1. Using the fermionic property ‖ap‖op ≤ 1

we obtain ∑
p∈X2

(
Ap‖apψ‖2 +Bp‖ap−kψ‖2

)
≤ 2|X2|

We can show that (see below)

|X2| ≤ C`2N ε, ∀ε > 0.

Thus in conclusion,

∣∣∣ ∑
p,q∈Z3

〈ψ, a∗pa∗q−kap−kaqψ〉
∣∣∣ ≤ CN1/3

(
N1/3

`1/2
+ `2N ε

)
.

By optimizing over ` (e.g. taking ` ∼ N2/15) we find that∣∣∣ ∑
p,q∈Z3

〈ψ, a∗pa∗q−kap−kaqψ〉
∣∣∣ ≤ o(N2/3).

Thus we get the desired estimate

〈ψ,D∗(k)D(k)ψ〉 ≤ o(N2/3).

Counting problem for |X2|. We prove that

|X2| ≤ C`2N ε, ∀ε > 0.
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Proof. Note that for p ∈ X2 by the triangle inequality

|2p · k| = |p2 − (p− k)2 + k2| ≤ |p2 − c0|+ |c0 − (p− k)2|+ k2 ≤ 2`+ k2 ≤ 4`.

Hence,

X2 ⊂ {p ∈ Z3 : |p2 − c0| ≤ `, |p · k| ≤ 2`}.

The desired inequality |X2| ≤ C`2N ε follows from the fact that for every given r, s ∈ Z,

|r − c0| ≤ `, |s| ≤ 2`, we have∣∣∣{p ∈ Z3 : p2 = r, p · k = s}
∣∣∣ ≤ CN ε, ∀ε > 0.

We will need a fundamental fact from number theory.

Theorem (Integer points on ellipses). Let d0 ∈ N. Then when M →∞, the equation

m2 + d0n
2 = M

has at most O(M ε) solutions (m,n) ∈ Z2, for every ε > 0.

This result was proved by Cilleruelo and Córdoba [Lattice points on ellipses, Duke Math.

J., 1994]. Let us accept it and conclude the counting argument.

Easy case: Assume k = (k1, 0, 0) with k1 6= 0. Then condition p · k = s determines p1

uniquely and for every given p1 the equation

p2
2 + p2

3 = r − p2
1

as at most O(N ε) solutions (p2, p3) ∈ Z2 for every ε > 0. Here we used |r − p2
1| ≤ CN2/3.

General case: Now we turn to the general case. We can assume that k = (k1, k2, k3) with

k1 6= 0 and (k2, k3) 6= (0, 0). Then we use the fact that the following vectors are orthogonal

in R3:

k = (k1, k2, k3), k⊥ = (0,−k3, k2), k′⊥ = (−k2
2 − k2

3, k1k2, k1k3).
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Using the orthogonality of (k, k⊥, k
′
⊥) we can write

|p|2 =

∣∣∣∣p · k|k|
∣∣∣∣2 +

∣∣∣∣p · k⊥|k⊥|
∣∣∣∣2 +

∣∣∣∣p · k′⊥|k′⊥|
∣∣∣∣2 .

Combining with |k′⊥| = |k||k⊥|, we obtain

|k′⊥|2|p|2 = |k⊥|2|p · k|2 + |k|2|p · k⊥|2 + |p · k′⊥|2.

Every p ∈ Z3 is determined uniquely by (n1, n2, n3) ∈ Z3 with

n1 = p · k, n2 = p · k⊥, n3 = p · k′⊥.

In particular, the constraints

k · p = s, p2 = r

can be rewritten as

n1 = s, |k|2n2
2 + n2

3 = |k′⊥|2r − |k⊥|2s2.

For every given r, s ∈ O(kF ), the second equation has at most O(N ε) solutions (n2, n3) ∈ Z2.

This completes the proof of |X2| ≤ C`2N ε. Thus Step 2 is finished.

On the counting problem on ellipses. Here is a proof of the counting problem on circles.

Proof. We need to prove that for M →∞ the equation

x2 + y2 = M

has at most O(M ε) solutions (x, y) ∈ Z2. In this case, the number of solutions, denoted by

r2(M), can be computed explicitly. For every M ∈ N we can write uniquely

M = 2α ·m ·
∏
p

pβp

where the last product is taken over prime numbers p ≡ 1 mod 4, and m is the product of

(powers of) primes ≡ 3 mod 4. Then we have Jacobi’s formula

r2(M) =

0, if m is not a square

4
∏

p(1 + βp), if m is a square.
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Consequently, we get the upper bound

r2(M) ≤ 4
∏
p

(1 + βp)

over prime numbers p ≡ 3 mod 4 which are factors of M . We can divide the product into

two parts.

Part 1. If p ≤ K for a large constant, then we simply bound βp by logM and get

∏
p≤K

(1 + βp) ≤ (C logM)K .

Part 2. If p ≥ K, then using

1 + βp ≤ eβp ≤ Kβp/ logK ≤ pβp/ logK

we find that ∏
p>K

(1 + βp) ≤
∏
p>K

pβp/ logK ≤M1/ logK .

In summary, we obtain

r2(M) ≤ (C logM)KM1/ logK

for any K large. This implies that r2(M) ≤ O(M ε) for any ε > 0.

Step 3. For the second term of X, we use the Cauchy–Schwarz inequality

± (D∗(k)b(−k) + h.c.) ≤ ε−1D∗(k)D(k) + εb∗(k)b(k).

We need to prove that the expectation against ψ is o(N2/3). We have proved that

〈ψ,D∗(k)D(k)ψ〉 ≤ o(N2/3).

Therefore, it suffices to show that

〈ψ, b∗(k)b(k)ψ〉 ≤ CN2/3

and optimize over ε > 0. The latter bound follows from the kinetic bound

〈ψ,H0ψ〉 ≤ CN−1/3
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and the following lemma.

Lemma. For every 0 6= k ∈ Z3, |k| ∼ O(1) we have

N−1〈ψ, b∗(k)b(k)ψ〉 ≤ C〈ψ,H0ψ〉.

This inequality was first proved by Hainzl–Porta–Rexze (2018). Below is a simplified

proof. Recall that

b∗(k) =
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−k, H0ψ =

∑
p∈Z3

h2|p2 − c0|a∗papψ.

Proof of the lemma. As in [HPR], By the triangle and Cauchy–Schwarz inequalities we can

write

‖b(k)ψ‖2 ≤

 ∑
p∈BcF∩(BF+k)

‖ap−kapψ‖

2

≤

 ∑
p∈BcF∩(BF+k)

|p2 − (p− k)2|‖ap−kapψ‖2

 ∑
p∈BcF∩(BF+k)

1

|p2 − (p− k)2|

 .

The first term can be bounded by the kinetic energy

∑
p∈BcF∩(BF+k)

|p2 − (p− k)2|‖ap−kapψ‖2

=
∑

p∈BcF∩(BF+k)

|(p− k)2 − c0|‖ap−kapψ‖2 +
∑

p∈BcF∩(BF+k)

|c0 − p2|‖ap−kapψ‖2

≤
∑

p∈BcF∩(BF+k)

|(p− k)2 − c0|‖ap−kψ‖2 +
∑

p∈BcF∩(BF+k)

|c0 − p2|‖apψ‖2

≤
∑
p∈Z3

|p2 − c0|‖apψ‖2 = N2/3〈ψ,H0ψ〉.

Thus it remains to show that

∑
p∈BcF∩(BF+k)

1

|p2 − (p− k)2|
≤ CN1/3.

Here the sum is taken over O(N2/3) terms. Note that if p ∈ Bc
F ∩ (BF + k), then |p| ∼ N1/3,
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and hence

|(p− k)2 − p2| = 2|p · k|+O(1) ≤ CN1/3.

If this term were ≥ N1/3 for all p ∈ Bc
F ∩ (BF + k), then we are done. However, |p · k| may

be small (e.g. O(1)) and we have to count these terms carefully. We write

∑
p∈BcF∩(BF+k)

1

|p2 − (p− k)2|
≤

∑
|s|≤CN1/3

C|Bs|
|s|+ 1

where

Bs = {p ∈ Bc
F ∩ (BF + k) : p · k = s}.

We count |Bs| using a similar idea of counting |X2| in Step 2.

First try. We can write

Bs =
⋃
r

Bs,r, Bs,r = {p ∈ Bc
F ∩ (BF + k) : p · k = s, p2 = r}.

Here the condition p ∈ Bc
F ∩ (BF + k) means

p2 ≥ k2
F > (p− k)2.

When p · k = s, p2 = r, it is equivalent to

k2
F + 2p · k − k2 > p2 ≥ k2

F ⇐⇒ k2
F + 2s− k2 > r ≥ k2

F .

Thus for any given s, we have at most C(|s|+ 1) choices of r. Moreover, for given (s, r), we

have |Bs,r| ≤ O(N ε) for every ε > 0, by the same argument as in counting |X2|. Thus we

conclude that

|Bs| ≤ CεN
ε(|s|+ 1), ∀ε > 0.

From this bound we can obtain

∑
p∈BcF∩(BF+k)

1

|p2 − (p− k)2|
≤

∑
|s|≤CN1/3

C|Bs|
|s|+ 1

≤ CεN
1/3+ε, ∀ε > 0

which is close to the desired bound O(N1/3), but not enough.

Second try. Let us proceed differently, using the following
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Theorem (Integer points in ellipses). Let d0 ∈ N. For every R > 0 consider the ellipse

E(R) = {(x, y) ∈ R2 : x2 + d0y
2 ≤ R2}.

Then the number of integer points in E(R) is

S(R) = |E(R)|+O(R2/3)R→∞.

When d0 = 1, this is the bound from the Gauss circle problem that we discussed before. The

result for ellipses is slightly more difficult, but could be obtained by a similar argument (in

general, the bound O(R2/3) holds for any convex set, and it is optimal).

Now let us show that

|Bs| ≤ C(|s|+N2/9).

Easy case: Assume k = (k1, 0, 0) with k1 6= 0. Then conditiion p · k = s determines p1

uniquely. Recall that the condition p ∈ Bc
F ∩ (BF + k) means

k2
F + 2p · k − k2 > p2 ≥ k2

F ⇐⇒ k2
F + 2s− k2 − p2

1 > p2
2 + p2

3 ≥ k2
F − p2

1.

The number of integer solutions (p2, p3) ∈ Z2 is equal to the integer points in the annulus

B(0, R2)\B(0, R1) with

R1 =
√
k2
F − p2

1, R2 =
√
k2
F + 2s− k2 − p2

1.

Note that

R1 < R2 ≤ CN1/3, R2
2 −R2

1 ≤ C(|s|+ 1).

By Gauss circle problem, the number of integer solutions in the annulus B(0, R2)\B(0, R1)

is

|B(0, R2)| − |B(0, R1)|+O(R
2/3
2 ) = π(R2

2 −R2
1) +O(R

2/3
2 ) ≤ C(|s|+N2/9).

General case: Assume that k = (k1, k2, k3) with k1 6= 0 and (k2, k3) 6= (0, 0). Using the

orthogonal vectors in R3:

k = (k1, k2, k3), k⊥ = (0,−k3, k2), k′⊥ = (−k2
2 − k2

3, k1k2, k1k3).

we can write

|k′⊥|2|p|2 = |k⊥|2|p · k|2 + |k|2|p · k⊥|2 + |p · k′⊥|2.
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Moreover, every p ∈ Z3 is determined uniquely by (n1, n2, n3) ∈ Z3 with

n1 = p · k, n2 = p · k⊥, n3 = p · k′⊥.

From the conditions p ∈ Bc
F ∩ (BF + k) and n1 = k · p = s we have

k2
F + 2p · k − k2 > p2 ≥ k2

F ⇐⇒ |k′⊥|2(k2
F + 2s− k2) > |k⊥|2s2 + |k|2n2

2 + n2
3 ≥ |k′⊥|2k2

F .

Thus (n2, n3) ∈ E(R2)\E(R1) where E(R) is the ellipse

E(R) = {(x, y) ∈ R2 : |k|2x2 + y2 ≤ R2}

and

R1 =
√
|k′⊥|2k2

F − |k⊥|2s2, R2 =
√
|k′⊥|2(k2

F + 2s− k2)− |k⊥|2s2.

Note that R1 < R2 ≤ CN1/3 and R2
2 − R2

1 ≤ C(|s| + 1). Hence, by the Gauss counting

problem on ellipses, the number of integer points (n2, n3) ∈ Z2 in E(R2)\E(R1) is

|E(R2)| − |E(R1)|+O(R
2/3
2 ) = π

R2
2

|k|
− πR

2
1

|k|
+O(N2/9) ≤ C(|s|+N2/9).

Thus in conclusion, we have proved for all |k| ∼ O(1),

|Bs| ≤ C min{N ε(|s|+ 1), |s|+N2/9}.

Therefore,

∑
p∈BcF∩(BF+k)

1

|p2 − (p− k)2|
≤

∑
|s|≤CN1/3

C|Bs|
|s|+ 1

≤
∑

|s|≤N2/9

CN ε(|s|+ 1)

|s|+ 1
+

CN1/3∑
|s|=N2/9

C(|s|+ 1)

|s|+ 1

= CN2/9+ε + CN1/3.

This completes the proof of the bound

N−1〈ψ, b∗(k)b(k)ψ〉 ≤ C〈ψ,H0ψ〉.
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Thus we have estimated the non-bosonizable part ±〈ψ,Xψ〉 ≤ o(N−1/3).

10.5 Diagonalization of bosonizable term

Now we conclude the proof of

Theorem. If V̂ ≥ 0, compactly supported and small enough, then

EN = EHF + Ecorr + o(N−1/3).

Here the correlation energy is given by Ecorr = N−1/3
∑

k g(k) with

g(k) = −πκ
2

2
V̂ (k) +

κ

π

∫ ∞
0

log
[
1 + 2πκV̂ (k)(1− arctan−1(λ−1))

]
dλ, κ =

( 3

4π

)1/3

.

The discussion in this section is only heuristic. We consider the bosonizable term

H0+Q =
∑
p∈Z3

h2|p2−k2
F |a∗pap+

1

N

∑
k∈Γnor

V̂ (k)
(
b∗(k)b(k)+b∗(−k)b(−k)+b∗(k)b∗(−k)+b(−k)b(k)

)
.

Recall that

b∗(k) =
∑

p∈BcF∩(BF+k)

a∗pa
∗
p−k.

For any given k and p ∈ Bc
F ∩ (BF + k), we think of the operator

b∗p(k) := a∗pa
∗
p−k

as a bosonic creation operator. The reason is that it satisfies

[b∗p(k), b∗q(k)] = a∗pa
∗
p−ka

∗
qa
∗
q−k − a∗qa∗q−ka∗pa∗p−k = 0, [bp(k), bq(k)] = 0

and

[bp(k), b∗q(k)] = ap−kapa
∗
qa
∗
q−k − a∗qa∗q−kap−kap

= ap−k(δpq − a∗qap)a∗q−k − a∗q(δpq − ap−ka∗q−k)ap
= δpq(ap−ka

∗
q−k − a∗qap)− ap−ka∗qapa∗q−k + a∗qap−ka

∗
q−kap

= δpq(ap−ka
∗
p−k − a∗pap)
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= δpq(1− a∗p−kap−k − a∗pap)

= δpq − δpq(a∗p−kap−k + a∗pap).

These relations look similar to approximate CCR for bosonic operator. The error term

δpq(a
∗
p−kap−k − a∗pap) in [bp(k), b∗q(k)] is not identically equal to 0, but it is small in average

since ∑
p∈BcF∩(BF+k)

〈ψ, a∗papψ〉 ≤ 〈ψ,Nψ〉 ≤ CN1/3 � N2/3.

Similarly, we can show that if k 6= `, then

[b∗p(k), b∗q(`)] = 0, [bp(k), bq(`)] = 0, [bp(k), b∗q(`)] ≈ 0.

This means that the different momenta k correspond to different Fock spaces. This is con-

sistent with the random phase approximation developed by Bohm–Pines (1960s).

Thus the interaction term

Q =
1

N

∑
k∈Γnor

V̂ (k)
(
b∗(k)b(k) + b∗(−k)b(−k) + b∗(k)b∗(−k) + b(−k)b(k)

)
=

1

N

∑
k∈Γnor

V̂ (k)
∑

p,q∈BcF∩(BF+k)

(
b∗p(k)bq(k) + b∗p(−k)bq(−k) + b∗p(k)b∗q(−k) + bp(−k)bq(k)

)

looks like a quadratic Hamiltonian in a bosonic Fock space.

It is somewhat less obvious that the kinetic operator is also quadratic in terms of b∗p(k) and

bp(k). Heuristically,

H0 =
∑
p∈Z3

h2|p2 − k2
F |a∗pap ≈

∑
k∈Γnor

∑
p∈BcF∩(BF+k)

h2(p2 − (p− k)2)b∗p(k)bp(k) =: H̃0.

Indeed, it does not hold in general, but it holds for a class of quantum state close to the

ground state. Our key observation is that

[H0, b
∗
q(k)] =

∑
p∈Z3

∑
q∈BcF∩(BF+k)

h2|p2 − k2
F |[a∗pap, a∗qa∗q−k]

=
∑
p∈Z3

∑
q∈BcF∩(BF+k)

h2|p2 − k2
F |
(
[a∗pap, a

∗
q]a
∗
q−k + a∗q[a

∗
pap, a

∗
q−k]

)
=
∑
p∈Z3

∑
q∈BcF∩(BF+k)

h2|p2 − k2
F |
(
δpqa

∗
qa
∗
q−k + δp,q−ka

∗
qa
∗
q−k
)
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=
∑

q∈BcF∩(BF+k)

h2(|q2 − k2
F |+ |(q − k)2 − k2

F |)a∗qa∗q−k

= h2(q2 − (q − k)2)b∗q(k)

while

[H̃0, b
∗
q(k)] =

∑
`∈Γnor

∑
p∈BcF∩(BF+`)

∑
q∈BcF∩(BF+k)

h2(p2 − (p− `)2)[b∗p(`)bp(`), b
∗
q(k)]

≈
∑
`∈Γnor

∑
p∈BcF∩(BF+`)

∑
q∈BcF∩(BF+k)

h2(p2 − (p− `)2)δk,`δp,qb
∗
q(k)

= h2(q2 − (q − k)2)b∗q(k).

Thus although H0 and H̃0 look very different, the commutators [H0, b
∗
q(k)] and [H̃0, b

∗
q(k)] are

close. This is the so-called linearization of the kinetic operator.

Now we focus on

H̃0 + Q =
∑
k∈Γnor

( ∑
p∈BcF∩(BF+k)

h2(p2 − (p− k)2)b∗p(k)bp(k)

+
1

N
V̂ (k)

∑
p,q∈BcF∩(BF+k)

(
b∗p(k)bq(k) + b∗p(−k)bq(−k) + b∗p(k)b∗q(−k) + bp(−k)bq(k)

)
.

This operator can be treated similarly as a quadratic bosonic operator. If it were a truely

bosonic, it could be diagonalized by a Bogoliubov transformation. Here it is only approxi-

mately bosonic, but we can still define a Bogoliubov transformation of the form eB with

B =
∑
k∈Γnor

∑
p,q∈BcF∩(BF+k)

K(k)p,qb
∗
p(k)b∗q(k)− h.c.

The matrices K(k) are determined exactly as in the truely bosonic case (there is an algebraic

formula for that). Thus using the approximate CCR we find that

e−B(H̃0 + Q)eB ≈ Ecorr +
∑
k∈Γnor

Ap(k)b∗p(k)bp(k)

where Ecorr is the desired correlation energy and Ap(k) ≥ 0.

Thanks to the linearization of the kinetic operator, the difference H0− H̃0 is mostly invariant
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under the Bogoliubov transformation. Indeed,

e−B(H0 − H̃0)eB − (H0 − H̃0) =

∫ 1

0

d

dt

{
e−tB(H0 − H̃0)etB

}
dt

=

∫ 1

0

e−tB[H0 − H̃0, B]etBdt

This term is small because [H0−H̃0, B] ≈ 0, which follows from the fact that [H0−H̃0, b
∗
p(k)] ≈

0. Thus in summary we have

e−BR∗HNRe
B ≈ EHF + Ecorr + H0 − H̃0 +

∑
k∈Γnor

∑
p∈BcF∩(BF+k)

Ap(k)b∗p(k)bp(k)

For an upper bound, we can apply the above operator inequality for the vacuum and find

that

EN ≤ 〈0|e−BR∗HNRe
B|0〉 ≈ EHF + Ecorr.

The lower bound is more difficult as we have to estimate

H0 − H̃0 +
∑
k∈Γnor

∑
p∈BcF∩(BF+k)

Ap(k)b∗p(k)bp(k)

from below. At this point, we need the smallness condition on the interaction potential V .

Note that

∑
k∈Γnor

∑
p∈BcF∩(BF+k)

Ap(k)b∗p(k)bp(k)−H̃0 =
∑
k∈Γnor

∑
p∈BcF∩(BF+k)

(
Ap(k)−h2(p2−(p−k)2)

)
b∗p(k)bp(k).

When V̂ is small, then∣∣∣Ap(k)− h2(p2 − (p− k)2)
∣∣∣ ≤ εh2(p2 − (p− k)2).

Hence, we can conclude using the operator inequality

∑
p∈BcF∩(BF+k)

h2(p2 − (p− k)2)b∗p(k)bp(k) ≤ CH0

which can be proved similarly to the kinetic inequality in the previous section.



Chapter 11

Stability of matter

We consider a sample of ordinary matter composed of N quantum electrons and M classical

nuclei located at {Rk}Mk=1 ⊂ R3. The system is described by the Hamiltonian

HM,N =
N∑
i=1

(−∆xi)−
N∑
i=1

M∑
k=1

Zk
|xi −Rk|

+
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

on L2
a(R3N). Here the nuclear charges satisfy

0 < Zk ≤ Z, ∀k = 1, 2, ...,M.

Let E(M,N) be the ground state energy of the system, namely

E(M,N) = inf
{Rk}

inf
‖Ψ‖

L2
a(R3N )=1

〈Ψ, HM,NΨ〉.

Note that we minimize over both the electronic wave functions and the positions of nuclei.

The nuclear repulsion
∑

1≤`<k≤M
Z`Zk
|R`−Rk|

is not important for the first infimum, but it is

crucial for the second.

It is expected that this microscopic description of matter is consistent with what we observe

everyday in the macroscopic level. In particular, we expect the existence of thermody-

namic limit, namely

lim
M,N→∞

N/(M+N)→η

E(M +N)

M +N
= e(η).

This implies, for example, the energy of two half-filled glasses of water is essentially the same

with the energy of one fully-filled glass of water. Proving this existence is a nontrivial issue.

235
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A crucial step of the proof is the uniform lower bound

Theorem (The stability of matter). If 0 < Zk ≤ Z for all k, then

E(M +N) ≥ −CZ(M +N), ∀M,N.

Once it is done, the existence of thermodynamic limit follows easily from a general argument

based on the sub-additivity

E(M1 +M2, N1 +M2) ≤ E(M1, N1) + E(M2, N2).

The stability of matter was first proved by Dyson and Lenard (1967). In 1975, Lieb and

Thirring gave a very short proof, using their kinetic inequality〈
Ψ,

N∑
i=1

(−∆xi)Ψ

〉
≥ K3

∫
R3

ρΨ(x)5/3dx

and Teller’s no-binding theorem in the Thomas–Fermi theory. Another route to the

stability due to Solovej is to use the Lieb–Thirring inequality together with Baxter’s elec-

trostatic inequality. These approaches will be discussed in this chapter.

11.1 Teller’s no-binding theorem

Take M nuclei located at {Rk}Mk=1 ⊂ R3 and with the nuclear charges {Zk}Mk=1, Zk > 0.

Denote the nuclear potential

V (x) = −
M∑
k=1

Zk
|x−Rk|

.

Let us consider the Thomas–Fermi functional, with a constant cTF > 0,

ETF
V (ρ) =

∫
R3

(cTFρ(x)5/3 + V (x)ρ(x))dx+
1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy +

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

.

The Thomas–Fermi (absolute) ground state energy is

ETF({Rk}, {Zk}) = inf
0≤ρ∈L1∩L5/3

ETF
V (ρ).

Similar to the atomic case, we have
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Theorem (Existence in the Thomas–Fermi theory). For every given {Rk}Mk=1 and

{Zk}Mk=1, the infimum ETF({Rk}, {Zk}) is obtained by a unique density ρTF and it sat-

isfies ∫
R3

ρTF =
M∑
k=1

Zk.

The proof of this theorem is left as an exercise. Actually we do not really need this result

for the proof below.

The main result in this section is that if we minimize ETF({Rk}, {Zk}) over {Rk}Mk=1, then

ETF({Zk}) = inf
{Rk}

ETF({Rk}, {Zk})

is obtained when the nuclei are infinitely separated, namely there is no molecular binding

in the Thomas–Fermi theory.

Theorem (Teller’s no-binding theorem). For every given {Zk}Mk=1, we have

ETF({Zk}) =
M∑
k=1

ETF
atom(Zk)

Here

ETF
atom(Zk) = inf

0≤ρ∈L1∩L5/3

(∫
R3

(
cTFρ(x)5/3 − Zk

ρ(x)

|x|

)
dx+

1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy

)
.

This theorem was discovered by Teller (1962) . A rigorous proof was found by Lieb and

Simon (1977). The following proof is due to Baxter (1980), with some further simplification

of Loss.

Proof. The inequality

ETF({Zk}) ≤
M∑
k=1

ETF
atom(Zk)

is obvious since we can always put each nucleus infinitely far from the others. Here we focus

on the lower bound. It suffices to show that for every given {Rk}Mk=1 and {Zk}Mk=1,

ETF({Rk}Mk=1, {Zk}Mk=1) ≥
M∑
k=1

ETF
atom(Zk).
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By induction in M , we only need to show that

ETF({Rk}Mk=1, {Zk}Mk=1) ≥ ETF({Rk}M−1
k=1 , {Zk}

M−1
k=1 ) + ETF

atom(ZM).

Denote

V (x) = −
M∑
k=1

Zk
|x−Rk|

= VA(x) + VB(x), VA(x) = −
M−1∑
k=1

Zk
|x−Rk|

, VB = − ZM
|x−RM |

.

It suffices to show that for every 0 ≤ ρ ∈ L1(R3) ∩ L5/3(R3) (we can also assume ρ > 0

everywhere), we can find two functions g, h ≥ 0, g + h = ρ such that

ETF
V (ρ) ≥ ETF

VA
(g) + ETF

VB
(h).

For the kinetic energy, the condition g + h = ρ immediately implies the pointwise inequality

(g + h)5/3 ≥ g5/3 + h5/3, and hence∫
R3

ρ5/3 ≥
∫
R3

g5/3 +

∫
R3

h5/3.

Thus it remains to compare Coulomb potentials. We need to find g + h = ρ such that

−
∫
R3

ρ(x)V (x)dx+
1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy +

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

≥ −
∫
R3

g(x)VA(x)dx+
1

2

∫
R3

∫
R3

g(x)g(y)

|x− y|
dxdy +

∑
1≤`<k≤M−1

Z`Zk
|R` −Rk|

−
∫
R3

h(x)VB(x)dx+
1

2

∫
R3

∫
R3

h(x)h(y)

|x− y|
dxdy

which is equivalent to

−
∫
R3

h(x)VA(x)dx−
∫
R3

g(x)VB(x)dx+

∫
R3

∫
R3

g(x)h(y)

|x− y|
dxdy +

∑
1≤`<M−1

Z`ZM
|R` −RM |

≥ 0.

To make the notation more transparent, let us introduce

D(g, h) =
1

2

∫
R3

∫
R3

g(x)h(y)

|x− y|
dxdy =

1

2

∫
R3

g(h ∗ |x|−1)
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(this notation extends naturally when g, h are measures) and

VA(x) = −
M−1∑
k=1

Zk
|x−Rk|

= − 1

|x|
∗mA, mA =

M−1∑
k=1

Zkδ(x−Rk),

VB(x) = − ZM
|x−RM |

= − 1

|x|
∗mB, mB = ZMδ(x−RM).

Then the desired inequality can be written as

−2D(h,mA)− 2D(g,mB) + 2D(g, h) + 2D(mA,mB) = 2D(g −mA, h−mB) ≥ 0.

To construct g and h, we need the following special version of Baxter’s electrostatic

inequality.

Exercise. Let 0 ≤ ρ ∈ L1(R3) ∩ L5/3(R3). Then there exists 0 ≤ g ≤ ρ such that

|x|−1 ∗ g ≤ |x|−1 ∗mA, a.e. x ∈ R3.

Moreover, |x|−1 ∗ g = |x|−1 ∗mA on {x ∈ R3 : g(x) < ρ(x)}.
(For our application, it suffices to prove the exercise with ρ > 0 everywhere.)

Now we can conclude the proof of no-binding theorem. We choose g as in the above exercise

and take h = ρ− g ≥ 0. Then

2D(g −mA, h−mB) =

∫
R3

(|x|−1 ∗ g − |x|−1 ∗mA)(h−mB)

=

∫
g<ρ

+

∫
g=ρ

= 0−
∫
g=ρ

(|x|−1 ∗ g − |x|−1 ∗mA)mB ≥ 0.

11.2 First proof of the stability of matter

Now come back to the Hamiltonian on L2
a(R3N):

HM,N =
N∑
i=1

(−∆xi+V (xi))+
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

, V (x) = −
M∑
k=1

Zk
|xi −Rk|

.
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We prove that the ground state energy

E(M,N) = inf
{Rk}

inf
‖Ψ‖

L2
a(R3N )=1

〈Ψ, HM,NΨ〉

satisfies the lower bound E(M,N) ≥ −C(M +N).

First proof of the stability of matter. Take a normalized wave function Ψ ∈ L2
a(R3N). Then

〈Ψ, HM,NΨ〉 =
〈

Ψ,
N∑
i=1

(−∆xi)Ψ
〉

+

∫
R3

V ρΨ +
〈

Ψ
∑

1≤i<j≤N

1

|xi − xj|
Ψ
〉

+
∑

1≤`<k≤M

Z`Zk
|R` −Rk|

.

By the Lieb–Thirring inequality we have

〈
Ψ,

N∑
i=1

(−∆xi)Ψ
〉
≥ K

∫
R3

ρ
5/3
Ψ

with a constant K > 0. Moreover, by the Lieb–Oxford inequality

〈
Ψ

∑
1≤i<j≤N

1

|xi − xj|
Ψ
〉
≥ 1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy − C

∫
R3

ρ
4/3
Ψ

≥ 1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy − K

2

∫
R3

ρ
5/3
Ψ − C

∫
R3

ρΨ

Thus

〈Ψ, HM,NΨ〉 ≥ K

2

∫
R3

ρ
5/3
Ψ +

∫
R3

V ρΨ +
1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy

+
∑

1≤`<k≤M

Z`Zk
|R` −Rk|

− CN

= ETF
V (ρΨ)− CN.

By Teller’s no–binding theorem,

ETF
V (ρΨ) ≥

M∑
k=1

ETF
atom(Zk) ≥ −C

M∑
k=1

Z
7/3
k ≥ −CMZ7/3.

Thus we conclude that

〈Ψ, HM,NΨ〉 ≥ −CMZ7/3 − CN.

Optimizing over Ψ ∈ L2
a(R3N), the lower bound for E(M,N) follows.



11.3. BAXTER’S ELECTROSTATIC INEQUALITY 241

Remark: In the original proof of Lieb and Thirring (1975), they did not use the Lieb–Oxford

inequality. They bound the indirect energy by Teller’s no–binding theorem as follows. From

K

2

∫
R3

ρ5/3 −
∫
R3

M∑
k=1

ρ(x)

|x−Rk|
+

1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy +

∑
1≤`<k≤M

Z`Zk
|Rk −R`|

≥ −C
M∑
k=1

Z
7/3
k ,

taking Zk = 1, M = N , Rk = xk, ρ = ρΨ with Ψ ∈ L2
a(R3N) we have

K

2

∫
R3

ρ
5/3
Ψ −

N∑
i=1

(ρΨ ∗ |x|−1)(xi) +
1

2

∫
R3

∫
R3

ρΨ(x)ρΨ(y)

|x− y|
dxdy +

∑
1≤i<j≤N

1

|xi − xj|
≥ −CN.

This inequality holds pointwise for all {xi}Ni=1 ⊂ R3. Taking the expectation against the

normalized wave function Ψ ∈ L2
a(R3N), we obtain

K

2

∫
R3

ρ
5/3
Ψ −

∫
R3

(ρΨ ∗ |x|−1)ρΨ +
1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy +

〈
Ψ,

∑
1≤i<j≤N

1

|xi − xj|
Ψ
〉
≥ −CN

which is equivalent to

〈
Ψ,

∑
1≤i<j≤N

1

|xi − xj|
Ψ
〉
≥ 1

2

∫
R3

∫
R3

ρ(x)ρ(y)

|x− y|
dxdy − K

2

∫
R3

ρ
5/3
Ψ − CN.

11.3 Baxter’s electrostatic inequality

In 1980, Baxter proposed a simplified approach to the stability of matter. He proved the

following this inequality that quantifies electrostatic screening (effectively, any electron sees

only the nearest nucleus).

Theorem (Baxter’s electrostatic inequality). For any {xi}Ni=1, {Rk}Mk=1 ⊂ R3 and Z >

0. Then

∑
1≤i<j≤N

1

|xi − xj|
−

N∑
i=1

M∑
k=1

Z

|xi −Rk|
+

∑
1≤`<k≤M

Z2

|R` −Rk|
≥ −

N∑
i=1

2Z + 1

D(xi)

where D(x) = min1≤k≤M |x−Rk| is the distance to the nearest nucleus.

We will derive Baxter’s result from another basic electrostatic inequality. The idea is due to

Solovej.
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Proof. Step 1. Define

Φ(x) =
M∑
k=1

Z

|x−Rk|
− Z

D(x)
.

The function Φ(x) is the potential generated by all nuclei but the nearest one. In particular,

we can write ∑
1≤`<k≤M

Z2

|R` −Rk|
=
Z

2

M∑
k=1

Φ(Rk).

A useful picture to keep in mind is the Voronoi cells where the nucleus Rk is associated

with the cell

Γk = {x ∈ R3 : |x−Rk| < |x−R`| for all ` 6= k}.

Figure: Voronoi cells in 2D

Lemma. We can write

Φ(x) =

∫
R3

dν(y)

|x− y|

with some non-negative measure ν on R3 supported on the surfaces

{x ∈ R3 : |x−Rk| = |x−R`| for some ` 6= k}.

Proof. We need to prove that

−∆Φ = 4πν.
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Since −∆(|x|−1) = 0 for all x 6= 0, it is clear that −∆Φ(x) = 0 for all x ∈ R3 except the

surfaces. Hence, if −∆Φ = 4πν then ν must be supported on the surfaces. To compute ν,

let us take f ∈ C∞c (R3) and use Voronoi’s cells∫
R3

Φ(x)(∆f)(x)dx =
∑
k

∫
Γk

Φ(x)(∆f)(x)dx

=
∑
k

(∫
Γk

div(Φ∇f)(x)dx−
∫

Γk

∇Φ(x) · ∇f(x)dx

)
=
∑
k

(∫
∂Γk

Φ(x)nk · ∇f(x)dS −
∫

Γk

div(f∇Φ)(x)dx+

∫
Γk

f(x)∆Φ(x)dx

)
.

Here nk is the outward normal vector to ∂Γk and dS is the 2D surface measure on ∂Γk. Note

that on each surface |x − Rk| = |x − R`|, the outward normal vectors nk and n` point in

opposite directions. Moreover, Φ and ∇f are continuous on R3. Thus the contribution from

all boundary terms is 0. We also have∫
Γk

f(x)∆Φ(x)dx = 0

since ∆Φ = 0 on Γk. Thus∫
R3

Φ(x)(∆f)(x)dx = −
∑
k

∫
Γk

div(f∇Φ)(x)dx =
∑
k

∫
∂Γk

f(x)nk · ∇Φ(x)dx.

Note that this term is non-zero since ∇Φ is not continuous on R3. A straightforward com-

putation shows that∫
R3

Φ(x)(∆f)(x)dx = 2Z
∑
k

∫
∂Γk

f(x)nk · ∇
1

|x−Rk|
dx

= −2Z
∑
k

∫
∂Γk

f(x)
nk · (x−Rk)

|x−Rk|3
dx.

Here we have a factor 2 because any surface term is counted twice. Thus

−∆Φ = 4πν

with

4πdν(x) = 2Z
∑
k

1(x ∈ ∂Γk)
nk · (x−Rk)

|x−Rk|3
≥ 0.
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Here nk · (x−Rk) ≥ 0 on x ∈ ∂Γk since Γk is convex.

Step 2. We have the following basic electrostatic inequality.

Lemma. Let µ be a measure with D(µ, µ) <∞. Then

D(µ, µ)−
∫

Φ(x)µ(dx) +
∑

1≤`<k≤M

Z2

|R` −Rk|
≥ 0.

Recall that

D(f, g) =
1

2

∫
R3

∫
R3

f(x)g(y)

|x− y|
dxdy.

This notation extends naturally when f, g are measures.

Proof. Using Φ(x) = |x|−1 ∗ ν we have

D(µ, µ)−
∫

Φ(x)µ(dx) = D(µ, µ)− 2D(µ, ν) ≥ −D(ν, ν)

since D(µ− ν, µ− ν) ≥ 0. It remains to calculate D(ν, ν). Using the equation Φ = |x|−1 ∗ ν
and the fact

Φ(x) =
M∑
k=1

Z

|x−Rk|
− Z

D(x)
≤

M∑
k=1

Z

|x−Rk|
= Z

M∑
k=1

∫
R3

δ(y −Rk)
1

|x− y|
dy

we can write

D(ν, ν) =
1

2

∫
R3

Φ(x)dν(x) ≤ Z

2

M∑
k=1

∫
R3

∫
R3

δ(y −Rk)
1

|x− y|
dydν(x)

=
Z

2

M∑
k=1

∫
R3

δ(y −Rk)

(∫
R3

1

|x− y|
dν(x)

)
dy =

Z

2

M∑
k=1

∫
R3

δ(y −Rk)Φ(y)dy

=
Z

2

M∑
k=1

Φ(Rk) =
∑

1≤`<k≤M

Z2

|R` −Rk|
.

Here we also used the fact that ν is a positive measure. This completes the proof of the

lemma.

Step 3. Now we conclude the proof of Baxter’s electrostatic inequality. Recall D(x) =
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mink |x−Rk|. Denote the smeared out spherical charges

dµi(x) =
1

πD(xi)2
δ(|x− xi| −D(xi)/2)dx, i = 1, 2, ..., N.

Note that µi(R3) = 1 and that D(x) ≥ D(xi)/2 for every x ∈ suppµi. We apply the above

lemma

D(µ, µ)−
∫

Φ(x)µ(dx) +
∑

1≤`<k≤M

Z2

|R` −Rk|
≥ 0

with µ =
∑N

i=1 µi. By Newton’s theorem we have

D(µi, µi) =
1

2

∫
R3

∫
R3

dµi(x)dµi(y)

|x− y|
=

1

D(xi)
,

D(µi, µj) =
1

2

∫
R3

∫
R3

dµi(x)dµj(y)

|x− y|
≤ 1

2|xi − xj|
, ∀i 6= j,

and hence,

D(µ, µ) =
∑
i,j

D(µi, µj) ≤
∑

1≤i<j≤N

1

|xi − xj|
+

N∑
i=1

1

D(xi)
.

Using D(x) = mink |x−Rk| ≥ D(xi)/2 for every x ∈ suppµi, by Newton’s theorem we have

∫
Φ(x)dµ(x) =

N∑
i=1

∫
Φ(x)dµi(x) =

M∑
k=1

N∑
i=1

∫
Z

|x−Rk|
dµi(x)−

N∑
i=1

∫
Z

D(x)
dµi(x)

=
M∑
k=1

N∑
i=1

Z

|xi −Rk|
−

N∑
i=1

∫
Z

D(x)
dµi(x)

≥
M∑
k=1

N∑
i=1

Z

|xi −Rk|
−

N∑
i=1

2Z

D(xi)
.

Thus in summary

0 ≤ D(µ, µ)−
∫

Φ(x)µ(dx) +
∑

1≤`<k≤M

Z2

|R` −Rk|

≤
∑

1≤i<j≤N

1

|xi − xj|
−

M∑
k=1

N∑
i=1

Z

|xi −Rk|
+

∑
1≤`<k≤M

Z2

|R` −Rk|
+

N∑
i=1

2Z + 1

D(xi)

which is equivalent to the desired inequality.
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11.4 Second proof of the stability of matter

Come back again to the Hamiltonian on L2
a(R3N):

HM,N =
N∑
i=1

(−∆xi)−
N∑
i=1

M∑
k=1

Zk
|xi −Rk|

+
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

.

We prove that the ground state energy

E(M,N) = inf
{Rk}

inf
‖Ψ‖

L2
a(R3N )=1

〈Ψ, HM,NΨ〉

satisfies the lower bound E(M,N) ≥ −C(M +N).

Second proof of the stability of matter. Step 1. We consider the simple case where Zk = Z

for all k = 1, 2, ..., N . We use Baxter’s electrostatic inequality

∑
1≤i<j≤N

1

|xi − xj|
−

N∑
i=1

M∑
k=1

Z

|xi −Rk|
+

∑
1≤`<k≤M

Z2

|R` −Rk|
≥ −

N∑
i=1

2Z + 1

D(xi)

where D(x) = min1≤k≤M |x−Rk| is the distance to the nearest nucleus. Thus

HM,N ≥
N∑
i=1

(
−∆xi −

2Z + 1

D(xi)

)
.

Hence, by Pauli’s exclusion principle and the Lieb–Thirring inequality, for every µ > 0 we

have

HM,N ≥
N∑
i=1

(
−∆xi −

2Z + 1

D(xi)
+ µ

)
− µN

≥ Tr

[
−∆− 2Z + 1

D(x)
+ µ

]
−
− µN

≥ −L1,3

∫
R3

[
2Z + 1

D(x)
− µ

]5/2

+

dx− µN.

Since D(x) = min1≤k≤M |x−Rk|, we have

[
2Z + 1

D(x)
− µ

]5/2

+

≤
M∑
k=1

[
2Z + 1

|x−Rk|
− µ

]5/2

+

.
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and hence∫
R3

[
2Z + 1

D(x)
− µ

]5/2

+

dx ≤
M∑
k=1

∫
R3

[
2Z + 1

|x−Rk|
− µ

]5/2

+

dx

= M

∫
R3

[
2Z + 1

|x|
− µ

]5/2

+

dx = M
5π2(2Z + 1)3

4
√
µ

.

In summary,

HM,N ≥ −M
5π2(2Z + 1)3

4
√
µ

− µN.

This gives the desired lower bound E(M,N) ≥ −C(M + N). Actually by optimizing over

µ > 0 we find that

E(M,N) ≥ −C(2Z + 1)2M2/3N1/3.

Step 2. Now we come to the general case when Zk ≤ Z for all k = 1, 2, ...,M . The proof in

this case follows from Step 1 and the following monotonicity in nuclear charges.

Lemma. Denote E(M,N, {Zk}) be the ground state energy of HM,N with given nuclear

charges {Zk}. If Zk ≤ Z̃k for all k = 1, 2, ...,M , then

E(M,N, {Zk}) ≥ E(M,N, {Z̃k}).

This observation is due to Daubechies and Lieb (1983).

Proof of the lemma. Note that for every ` ∈ {1, 2, ...,M}, the mapping Z` → HM,N is linear.

Therefore, the mapping

Z` 7→ E(M,N, {Zk})

is concave (the concavity holds separately for each Z`, not jointly for {Zk}). Under the

condition 0 ≤ Z` ≤ Z̃` we can write

Z` = t · 0 + (1− t) · Z̃`, for some t ∈ [0, 1].

Hence, the concavity implies that

E(M,N, {Zk}) ≥ tE(M,N, {Zk})|Z`=0 + (1− t)E(M,N, {Zk})|Z`=Z̃` .
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On the other hand, setting Z` = 0 is equivalent to putting R` at infinity, and hence

E(M,N, {Zk})|Z`=0 ≥ E(M,N, {Zk})|Z`=Z̃` .

Thus

E(M,N, {Zk}) ≥ E(M,N, {Zk})|Z`=Z̃` .

By induction, we find that

E(M,N, {Zk}) ≥ E(M,N, {Z̃k}).

This completes the proof of the lemma.

From the condition Zk ≤ Z for all k = 1, 2, ...,M and the lemma, we find that

E(M,N, {Zk}) ≥ E(M,N, {Z,Z, ..., Z}).

By Step 1, we have

E(M,N, {Z,Z, ..., Z}) ≥ −CZ(M +N).

This implies the same lower bound for E(M,N, {Zk}). Thus E(M,N) ≥ −C(M +N).

11.5 Existence of thermodynamic limit

Consider the Hamiltonian on L2
a(R3N)

HM,N =
N∑
i=1

(−∆xi)−
N∑
i=1

M∑
k=1

Zk
|xi −Rk|

+
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

.

and the ground state energy

E(M,N) = inf
{Rk}

inf
‖Ψ‖

L2
a(R3N )=1

〈Ψ, HM,NΨ〉.

Theorem (Existence of thermodynamic limit). Assume Zk = Z for all k = 1, 2, ...,M .
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For every η ∈ (0, 1), we have

lim
M,N→∞

N/(M+N)→η

E(M,N)

M +N
= e(η).

The function e : (0, 1)→ R is bounded and convex (consequently it is continuous).

Proof. Step 1. We have the following sub-additivity

E(M1 +M2, N1 +N2) ≤ E(M1, N1) + E(M2, N2).

This is an easy consequence of the variational principle. More precisely, given two wave

functions ΨN1 ∈ L2
a(R3N1) and ΨN2 ∈ L2

a(R3N2) we can construct a trial wave function Ψ
(y)
N1,N2

in L2
a(R3(N1+N2)) by antisymmetrizing the product

ΨN1(x1, ..., xN1)ΨN2(xN1+1 + y, ..., xN1+N2 + y).

Then

E(M1 +M2, N1 +N2) ≤ lim
|y|→∞

〈Ψ(y)
N1,N2

, HM1+M2,N1+N2Ψ
(y)
N1,N2

〉

= 〈ΨN1 , HM1,N1ΨN1〉+ 〈ΨN2 , HM2,N2ΨN2〉.

Technically, if we have the nuclei {Rk}M1
k=1 for HM1,N1 and {R̃k}M2

k=1 for HM2,N2 , then we take

the nuclei

{R1, R2, ..., RM1 , R̃1 + y, R̃2 + y, ..., R̃M2 + y}

for HM1+M2,N1+N2 . Optimizing over ΨN1 ,ΨN2 and the locations of the nuclei, we obtain the

desired inequality.

Step 2. From the sub-additivity and the negativity of atomic energy we find that E(M,N) ≤
0 and (M,N)→ E(M,N) is decreasing. From the stability of matter, we obtain

0 ≥ E(M +N)

M +N
≥ −C.

Hence, for every η ∈ (0, 1), we can find a sequence (Mj, Nj) such that

Mj, Nj →∞,
Nj

Mj +Nj

→ η, lim
j→∞

E(Mj, Nj)

Mj +Nj

exists.



250 CHAPTER 11. STABILITY OF MATTER

It remains to show that for any (M ′
j, N

′
j) with M ′

j, N
′
j →∞,

N ′j
M ′j+N

′
j
→ η we also have

lim
j→∞

E(M ′
j, N

′
j)

M ′
j +N ′j

= lim
j→∞

E(Mj, Nj)

Mj +Nj

Indeed, by passing to a subsequence of (M ′
j, N

′
j) if necessary, we can assume that M ′

j/Mj →∞
and N ′j/Nj →∞. Define

Lj := min

{[M ′
j

Mj

]
,
[N ′j
Nj

]}
∈ N

where [t] is the integer part of t (i.e. [t] ≤ t < [t] + 1). Then

M ′
j ≥ LjMj, N ′j ≥ LjNj,

Lj(Mj +Nj)

M ′
j +N ′j

→ 1.

The last convergence comes from the fact that
N ′j

M ′j+N
′
j

and
Nj

Mj+Nj
have the same limit. Thus

by the monotonicity and the sub-additivity of E(M,N) we have

E(M ′
j, N

′
j)

M ′
j +N ′j

≤ E(LjMj, LjNj)

M ′
j +N ′j

≤ LjE(Mj, Nj)

M ′
j +N ′j

=
Lj(Mj +Nj)

M ′
j +N ′j

· E(Mj, Nj)

Mj +Nj

.

Thus

lim sup
j→∞

E(M ′
j, N

′
j)

M ′
j +N ′j

≤ lim
j→∞

E(Mj, Nj)

Mj +Nj

Similarly, by passing to a subsequence of (Mj, Nj) if necessary, we can assume that Mj/M
′
j →

∞ and Nj/N
′
j →∞. The same argument as above

lim inf
j→∞

E(M ′
j, N

′
j)

M ′
j +N ′j

≥ lim
j→∞

E(Mj, Nj)

Mj +Nj

.

In summary,

lim
j→∞

E(M ′
j, N

′
j)

M ′
j +N ′j

= lim
j→∞

E(Mj, Nj)

Mj +Nj

.

Hence, the limit

e(η) := lim
M,N→∞

N/(M+N)→η

E(M,N)

M +N

exists.

Step 3. Since 0 ≥ E(M +N) ≥ −C(M +N), we have

0 ≥ e(η) ≥ −C
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for every η ∈ (0, 1). Thus e(η) is bounded. The convexity of η → e(η) follows from the sub-

additivity of E(M,N). Indeed, let η, η′ ∈ (0, 1) and let N,M = M(N),M ′ = M ′(N) → ∞
such that

N

M +N
→ η,

N

M ′ +N
→ η′.

Then

N(M +N) +N(M ′ +N)

2(M +N)(M ′ +N)
=

1

2

(
N

M ′ +N
+

N

M +N

)
→ η + η′

2
.

Note that 2(M +N)(M ′ +N)−N(M +N)−N(M ′ +N) = NM +NM ′ + 2MM ′. Hence,

E
(
NM +NM ′ + 2MM ′, N(N +M) +N(N +M ′)

)
2(M +N)(M ′ +N)

→ e

(
η + η′

2

)
.

On the other hand, by the sub-additivity of the ground state energy, we have

E
(
NM +NM ′ + 2MM ′, N(N +M) +N(N +M ′)

)
≤ E(NM,N2) + E(NM ′, N2) + E(MM ′, NM) + E(MM ′, NM ′)

≤ NE(M,N) +NE(M ′, N) +ME(M ′, N) +M ′E(M,N)

= (M ′ +N)E(M,N) + (M +N)E(M ′, N).

Dividing both sides by 2(M +N)(M ′ +N) we obtain

E
(
NM +NM ′ + 2MM ′, N(N +M) +N(N +M ′)

)
2(M +N)(M ′ +N)

≤ 1

2

(
E(M,N)

M +N
+
E(M ′, N)

M ′ +N

)
.

Taking the limit we conclude that

e

(
η + η′

2

)
≤ 1

2
(e(η) + e(η′)) .

Since e(η) is uniformly bounded in (0, 1), the latter bound implies the convexity, namely

e ((1− t)η + tη′) ≤ (1− t)e(η) + te(η′), ∀t ∈ (0, 1).
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Exercise. Let f : (0, 1)→ R be a bounded function such that

f

(
a+ b

2

)
≤ f(a) + f(b)

2
, ∀a, b ∈ (0, 1).

Prove that f is convex in (0, 1).

11.6 Grand-canonical stability

There is also the stability in the grand-canonical setting, where the ground state energy

is computed without the particle number constraint, but with a volume constraint. For

simplicity, let us consider a system of N particles of charge −1 and M particles of charge +1

in an open bounded set Ω ⊂ R3. The system is described by the Hamiltonian

HM,N =
N∑
i=1

(−∆xi) +
M∑
k=1

(−∆yk) +
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤k<`≤M

1

|yk − y`|
−

N∑
i=1

M∑
k=1

1

|xi − yk|

on L2
a(Ω

N)⊗ L2
a(Ω

M). The grand canonical ground state energy is

E(Ω) = inf
M,N

inf
Ψ∈C∞c (ΩM+N )
‖Ψ‖L2=1

〈Ψ, HM,NΨ〉.

Theorem (Grand-canonical stability). We have

E(Ω) ≥ −C|Ω|

with a finite constant C > 0 independent of Ω.

This result holds under a more general assumption, where the masses and the charges of the

particles can be different.

Proof. By the canonical stability we have

N∑
i=1

(−1

2
∆xi) +

∑
1≤i<j≤N

1

|xi − xj|
+

∑
1≤k<`≤M

1

|yk − y`|
−

N∑
i=1

M∑
k=1

1

|xi − yk|
≥ −C(M +N).
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Note that we used only half of the kinetic energy of the first N particles and did not use the

kinetic energy of the last M particles. By the Lieb–Thirring inequality (or the Berezin–Li-Yau

inequality as we have the Dirichlet boundary condition) we have

N∑
i=1

(
−1

2
∆xi

)
≥ K

|Ω|2/3
N5/3,

M∑
k=1

(
−1

2
∆yj

)
≥ K

|Ω|2/3
M5/3

with a constant K > 0. Thus in summary,

HM,N ≥
K

|Ω|2/3
(M5/3 +N5/3)− C(M +N).

Thus

E(Ω) ≥ inf
M,N

(
K

|Ω|2/3
(M5/3 +N5/3)− C(M +N)

)
≥ −C|Ω|.

Note that the energy E(Ω) satisfies the following properties:

• Translation-invariant E(Ω + z) = E(Ω) for all z ∈ R3.

• Sub-additivity E(Ω1 ∪ Ω2) ≤ E(Ω1) + E(Ω2) if Ω1 ∩ Ω2 = ∅.

• Stability E(Ω) ≥ −C|Ω|.

All that implies

Theorem (Existence of thermodynamic limit). The limit

lim
Ω=[−L,L]3

L→∞

E(Ω)

|Ω|

exists and it is finite.

The proof of this theorem is left as an exercise. Actually the existence of the thermodynamic

limit holds for a much bigger class of domains Ω. For example, tilling domains are allowed.
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11.7 Instability for bosons

In the proofs of the stability of matter, the fermionic property is crucial. Indeed, the stability

fails if Pauli’s exclusion principle is turned off. Let us consider the Hamiltonian

HM,N =
N∑
i=1

(−∆xi)−
N∑
i=1

M∑
k=1

Zk
|xi −Rk|

+
∑

1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤M

Z`Zk
|R` −Rk|

.

on L2(R3N) (without the anti–symmetry assumption). The corresponding ground state en-

ergy is

EB(M,N) = inf
{Rk}

inf
‖Ψ‖

L2(R3N )=1

〈Ψ, HM,NΨ〉.

Remark: It is well-known that by a convexity argument (c.f. the diamagnetic inequality),

the ground state energy on the full Hilbert space L2(R3N) is the same with the restriction to

the bosonic/symmetric space L2
s(R3N).

Theorem (N5/3 instability). Let M = N and Zk = 1 for all k. Then

−CN5/3 ≤ EB(M,N) ≤ −C−1N5/3

for a constant C > 0 independent of N .

The lower bound was proved by Dyson and Lenard (1967). The upper bound was proved

by Lieb (1979).

Proof. Lower bound. By Baxter’s electrostatic inequality

∑
1≤i<j≤N

1

|xi − xj|
−

N∑
i=1

M∑
k=1

Z

|xi −Rk|
+

∑
1≤`<k≤M

Z2

|R` −Rk|
≥ −

N∑
i=1

3

D(xi)

where D(x) = min1≤k≤M |x−Rk| we have

HM,N ≥
N∑
i=1

(
−∆xi −

3

D(xi)

)
.

Thus the desired inequality follows from the one–body operator inequality

−∆− 3

D(x)
≥ −CN2/3 on L2(R3).
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By Sobolev’s inequality (c.f. CLR bound), there exists ε0 > 0 such that for every µ > 0

satisfying ∫
R3

[
3

D(x)
− µ

]3/2

+

dx ≤ ε0.

we have

−∆− 3

D(x)
+ µ ≥ 0.

By the definition of D(x), we can bound

∫
R3

[
3

D(x)
− µ

]3/2

+

dx ≤
N∑
k=1

∫
R3

[
3

|x−Rk|
− µ

]3/2

+

dx

= N

∫
R3

[
3

|x|
− µ

]3/2

+

dx = CNµ−3/2.

Thus the condition CNµ−3/2 ≤ ε0 is satisfies when µ ∼ N2/3, as desired.

Upper bound. We take the trial function

Ψ(x1, ..., xN) = u⊗N(x1, ..., xN) = u(x1)u(x2)...u(xN).

with a normalized function u ∈ L2(R3). Then

EB(M,N) ≤ 〈u⊗N , HM,Nu
⊗N〉 = N

∫
R3

|∇u|2 +
N(N − 1)

2

∫
R3

∫
R3

|u(x)|2|u(y)|2

|x− y|
dxdy

−N
N∑
i=1

∫
R3

|u(x)|2

|x−Rk|
dx+

∑
1≤`<k≤N

1

|R` −Rk|
.

Note that this upper bound holds for any choice of the nuclear positions {Rk}Nk=1. Hence, we

can average over {Rk}Nk=1.

First try. Integrating the above variational inequality against

|u(R1)|2...|u(RN)|2dR1...dRN , Rk ∈ R3

we obtain

EB(M,N) ≤ N

∫
R3

|∇u|2 +
N(N − 1)

2

∫
R3

∫
R3

|u(x)|2|u(y)|2

|x− y|
dxdy

−N2

∫
R3

∫
R3

|u(x)|2|u(R)|2

|x−R|
dxdR +

N(N − 1)

2

∫
R3

∫
R3

|u(R1)|2|u(R2)|2

|R1 −R2|
dR1dR2
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= N

(∫
R3

|∇u|2 −
∫
R3

∫
R3

|u(x)|2|u(y)|2

|x− y|
dxdy

)
.

This leads to the upper bound Eb(M,N) ≤ −CN .

Second try. We divide the support of u into N disjoint sets {Ωk}Nk=1 such that∫
Ωk

|u|2 =
1

N
, ∀k = 1, 2, ..., N.

Then integrating the above variational inequality

Eb(M,N) ≤ N

∫
R3

|∇u|2 +
N(N − 1)

2

∫
R3

∫
R3

|u(x)|2|u(y)|2

|x− y|
dxdy

−N
N∑
i=1

∫
R3

|u(x)|2

|x−Rk|
dx+

∑
1≤`<k≤N

1

|R` −Rk|

against (
N |u(R1)|2

)
...
(
N |u(RN)|2

)
dR1...dRN , Rk ∈ Ωk

we obtain

EB(M,N) ≤ N

∫
R3

|∇u|2 +
N(N − 1)

2

∫
R3

∫
R3

|u(x)|2|u(y)|2

|x− y|
dxdy

−N2

∫
R3

∫
R3

|u(x)|2|u(R)|2

|x−R|
dxdR

+
N2

2

(∫
R3

∫
R3

|u(R1)|2|u(R2)|2

|R1 −R2|
dR1dR2 −

N∑
k=1

∫
Ωk

∫
Ωk

|u(R1)|2|u(R2)|2

|R1 −R2|
dR1dR2

)

≤ N

∫
R3

|∇u|2 −N2

N∑
k=1

∫
Ωk

∫
Ωk

|u(x)|2|u(y)|2

|x− y|
dxdy.

We can choose the support of u like a cube [0, L]3, and any set Ωk has diameter ∼ L/N1/3.

This gives

N2

∫
Ωk

∫
Ωk

|u(x)|2|u(y)|2

|x− y|
dxdy ≥ N2

∫
Ωk

∫
Ωk

|u(x)|2|u(y)|2

(CL/N1/3)
dxdy =

N1/3

CL
.

Moreover, if u behaves as a constant inside its support, then ‖∇u‖2
L2 ∼ L−2 (the spectral
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gap of the Laplacian). Thus

EB(M,N) ≤ N

∫
R3

|∇u|2 −N2

N∑
k=1

∫
Ωk

∫
Ωk

|u(x)|2|u(y)|2

|x− y|
dxdy

≤ C−1 N

L2
− CN

4/3

L
.

Optimizing over L > 0 we obtain the desired upper bound

EB(M,N) ≤ −C−1N5/3.

In the above we have ignore the kinetic energy of the nuclei. The situation changes a bit

when we consider nuclei with finite masses, however the instability remains. In the following

let us consider the Hamiltonian

HN =
N∑
i=1

(−∆xi) +
N∑
k=1

(−∆yk)−
N∑
i=1

N∑
k=1

1

|xi − yk|
+

∑
1≤i<j≤N

1

|xi − xj|
+

∑
1≤`<k≤N

1

|y` − yk|
.

on L2(R6N) (without the anti–symmetry assumption) and the ground state energy

EB(N) = inf
‖Ψ‖

L2(R6N )=1

〈Ψ, HNΨ〉.

Theorem (N7/5 instability). We have

lim
N→∞

EB(N)

N7/5
= inf
‖u‖L2(R3)=1

∫
R3

(2|∇u(x)|2 − I0|u(x)|5/2)dx

where

I0 =

(
2

π

)3/4 ∫ ∞
0

1

1 + t4 + t2
√
t4 + 2

dt =
45/4Γ(3/4)

5π1/4Γ(4/5)
.

The upper bound −C−1N7/5 was first proved by Dyson (1966) and the lower bound −CN7/5

was proved by Conlon, Lieb, and Yau (1988). The exact limit of EB(N)/N7/5 was proved

much later by Lieb–Solovej (2004, lower bound) and Solovej (2006, upper bound), based

on a justification of Bogoliubov’s theory.
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Sketch of Solovej’s proof of the sharp upper bound. Step 1. First we work on Fock space

where the number of particles is not fixed. We consider a trial state of the form

Ψ = WU|0〉

with Weyl unitary transformation

W = e
√

2N(a∗(u)−a(u)), 0 ≤ u ∈ L2(R3), ‖u‖L2 = 1

and a (bosonic) Bogoliubov unitary transformation U. Note that applying Weyl’s tran-

formation to the vacuum gives us a coherent state

W |0〉 =
∞∑
n=0

e−N
(2N)n/2

n!
(a∗(u))n|0〉

whose particle number expectation is exactly 2N . On the other hand, applying Bogoliubov

tranformation to the vacuum gives us a quasi-free state which can be fully characterized

by the one-body density matrix

〈f, γg〉 = 〈0|U∗a∗(g)a(f)U|0〉.

The expectation of the particle number of U|0〉 is Tr γ. Thus the expectation of the total

particle number of Ψ is 2N + Tr γ. In our choice, Tr γ ≤ CN3/5 � N .

Note that u stands form the Bose–Einstein condensation and γ stands for excited particles.

In this two–component charged Bose gas, there is a huge cancellation in Hartree theory

(due to the screening effect of Coulomb potential), and the contribution from the excited

particles are crucial.

A lengthy but straightforward computation gives us the energy expectation of Ψ:

E = 〈Ψ,
∞⊕
n=0

HnΨ〉 = 2N

∫
R3

|∇u|2 + Tr(−∆γ) +N Tr
[
K(γ −

√
γ(1 + γ))

]
where K is a non-negative Hilbert–Schmidt operator on L2(R3) with kernel

K(x, y) =
u(x)u(y)

|x− y|
.
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Finally, let us construct an explicit formula for γ using the coherent state method. Let

G be non-negative even function with ‖G‖L2(R3) = 1 and denote

fk,y(x) = e2πik·xG(x− y).

Recall the coherent identity ∫
R3

∫
R3

|fk,y〉〈fk,y|dkdy = 1L2(R3).

Then we define

γ =

∫
R3

∫
R3

M(k, y)|fk,y〉〈fk,y|dkdy

with a suitable function M(k, y). The semiclassical approximation to the energy

Tr(−∆γ) +N Tr
[
K(γ −

√
γ(1 + γ))

]
is ∫

R3

∫
R3

(
|2πk|2M(k, y) +

N

π|k|2
|u(y)|2(M(k, y)−

√
M(k, y)(1 +M(k, y))

)
dkdy

For example, we have

Tr[Kγ] =

∫
R3

∫
R3

M(k, y)〈fk,y, Kfk,y〉dkdy

=

∫
R3

∫
R3

M(k, y)

(∫
R3

∫
R3

e−2πik·xG(x− y)
u(x)u(z)

|x− z|
e2πik·zG(y − z)dxdz

)
dkdy

=

∫
R3

∫
R3

∫
R3

∫
R3

M(k, y)
e−2πik·(x−z)

|x− z|
G(x− y)u(x)u(z)G(y − z)dxdzdkdy

≈
∫
R3

∫
R3

∫
R3

∫
R3

M(k, y)
e−2πik·(x−z)

|x− z|
|G(x− y)|2|u(x)|2dxdzdkdy (x ≈ z)

=

∫
R3

∫
R3

∫
R3

∫
R3

M(k, y)
e−2πik·z

|z|
(G2 ∗ u2)(y)dzdkdy

≈
∫
R3

∫
R3

∫
R3

∫
R3

M(k, y)
1

π|k|2
|u(y)|2dkdy (G2 ≈ δ).

Optimizing over M(k, y) the latter expression we get

E ≈ 2N

∫
R3

|∇u|2 −N5/4I0

∫
R3

|u|5/2.
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We can take

u(x) = `3/2u0(`x)

with a normalized function u0 ∈ L2(R3), and obtain

E ≈ 2N`2

∫
R3

|∇u0|2 −N5/4`3/4I0

∫
R3

|u0|5/2

(the power 3/4 comes from 3
2
· 5

2
− 3). We choose ` such that

N`2 = N5/4`
3
4 ⇐⇒ ` = N1/5.

Thus

E ≈ N7/5

(
2

∫
R3

|∇u0|2 − I0

∫
R3

|u0|5/2
)
.

Optimizing over u0 gives us the desired upper bound.

Step 2. It remains to find a trial state in the 2N–particle sector. We can repeat the choice

of the trial state

Ψ = WU|0〉

but now we use the Weyl unitary transformation

W = e
√
M(a∗(u)−a(u)), 0 ≤ u ∈ L2(R3), ‖u‖L2 = 1

with M = 2N − CN3/5, so that

〈Ψ,NΨ〉 = M + Tr γ ≤ 2N −N3/5.

Recall that with our choice of γ, the number of excited particles is Tr γ = O(N3/5). Moreover,

we have

〈Ψ,N 2Ψ〉 − 〈Ψ,NΨ〉2 =

〈
Ψ,
(
N − 〈Ψ,NΨ〉

)2

Ψ

〉
≤ CN.

Similarly to Step 1, we have

E =

〈
Ψ,

∞⊕
n=0

Hn

〉
≤ N7/5 inf

‖u‖L2(R3)=1

∫
R3

(2|∇u(x)|2 − I0|u(x)|5/2)dx+ o(N7/5).
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At the moment, Ψ is still a state on Fock space. To go to fixed particle sectors, we denote

Ψ = (Ψn)∞n=0, Ψn ∈ L2(R3n),
∞∑
n=0

‖Ψn‖2 = 1.

Then

E =

〈
Ψ,

∞⊕
n=0

Hn

〉
=
∞∑
n=0

〈Ψn, HnΨn〉 ≥
∞∑
n=0

‖Ψn‖2EB(n).

To conclude, we use the fact that n 7→ EB(n) is decreasing and that 0 ≥ EB(n) ≥ −Cn7/5

(we do not need a sharp lower bound here). Then

EB(N) ≤
∑
n≤2N

‖Ψn‖2EB(N) ≤
∑
n≤2N

‖Ψn‖2EB(n)

=
∞∑
n=0

‖Ψn‖2EB(n)−
∑
n>2N

‖Ψn‖2EB(n) ≤ E + C
∑
n>2N

‖Ψn‖2n7/5.

The error term with n > 2N ≥ 〈Ψ,NΨ〉+N4/5 can be estimated by the variance bound and

the Cauchy–Schwarz inequality

∑
n>2N

‖Ψn‖2n7/5 ≤
∑
n>2N

‖Ψn‖2n7/5

(
|n− 〈Ψ,NΨ〉|

N3/5

)3/5

≤

(
∞∑
n=0

‖Ψn‖2n2

)7/10( ∞∑
n=0

‖Ψn‖2

(
|n− 〈Ψ,NΨ〉|

N3/5

)2
)3/10

=
(
〈Ψ,N 2Ψ〉

)7/10


〈

Ψ,
(
N − 〈Ψ,NΨ〉

)2

Ψ

〉
N6/5


3/10

≤ C(N2)7/10

(
N

N6/5

)3/10

= CN
7
5
− 3

50 � N7/5.

Thus we conclude that

EB(N) ≤ E + o(N7/5) ≤ N7/5 inf
‖u‖L2(R3)=1

∫
R3

(2|∇u(x)|2 − I0|u(x)|5/2)dx+ o(N7/5).

This is the desired upper bound in the 2N -particle sector.
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